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Abstract

Systematic principles for integrating symbolic and subsymbolic processing will be developed in the project. Key aims are to ensure that the resulting total hybrid system retains desirable properties of both processing levels. On the one side the signal processing abilities, robustness and learning capability of neural networks should be preserved. On the other side advantage should be taken of the ability of rule-based systems to exploit high level knowledge and existing algorithms and to explain (to a user) why conclusions were reached in particular cases. The methodologies developed in the project are tested in a challenging multimedia application related to human computer interaction, which is recognition of emotion based on both voice and visual cues. Low level features are extracted from signals using neural networks and subsequent formulation of rules provides a conceptual framework, substantial for emotion analysis.
1. Research topic

Most successful applications of neural networks (NNs) have been obtained for subsymbolic low-level processing, related for example, to pattern recognition, classification, prediction and non-linear control. At a higher level, dealing with symbol manipulation, the traditional approach is to rely on Artificial Intelligence (AI) techniques like expert systems and inductive reasoning. Although NNs and AI techniques have different application domains, they are not rivals, but rather complementary techniques. For example, NNs do not require explicit knowledge; they can learn by examples. AI techniques, however, require prior knowledge. Moreover, contrary to AI techniques, NNs are robust to noise. In addition, development of a NN require rather limited man power, whereas the development of an expert system is labour expensive.

Since there is no standard theory yet to combine neural networks and traditional AI techniques there is a gap between subsymbolic signal analysis and symbol manipulation. The aim of this project is to ensure that these two levels of representation can be integrated systematically by developing principled methods of constructing hybrid systems.

The successful proliferation of applications incorporating neural network technology in various fields offers a clear assessment of the capabilities of the NN paradigm. At the same time it is becoming increasingly apparent that without some form of explanation capability, the full potential of trained neural networks may not be realised. On the other hand, some intelligent processing applications naturally require the use of symbolic and rule-based knowledge. Hence, there is much interest in techniques allowing the exchange of information between symbolic and subsymbolic (connectionist) knowledge representation. This profitable integration of the two approaches to artificial intelligence can be based either on extraction of knowledge from trained neural networks (rule extraction), or on direct encoding of knowledge into networks prior to training (knowledge initialization) or on utilisation of neural networks to refine existing rule bases (rule refinement).
Examples for an increasing demand for techniques bridging the gap between subsymbolic signal analysis and symbol manipulation are ample. They can be found in Man-Machine Interaction, speech processing, interactive search, expert systems, data-base mining, machine intelligence, etc. It is anticipated that progress made in developing such a model will have immediate implications towards the next generation of human computer interaction (HCI) applications. Such a challenging problem, which invites hybrid approaches, has been chosen as a test bed application. This is the detection of emotion from signals other than verbal context; specifically  voice (pitch, intensity, quality) and facial images or image sequences. Neural networks can be used for extraction of features, such as pitch, vowel centres and characteristic facial points, while phonological rules are necessary for default placement of stress. Nevertheless, good weighting and integration rules remain elusive and is important to learn them - particularly since they differ at least somewhat from culture to culture. The usefulness and credibility of learned rules would be greatly enhanced by a property we regard as central to good hybridisation, i.e. the ability to explain decisions in a form that is related to symbolic systems (including natural language). In general, this ability allows human experts to evaluate and potentially modify, learned rules. In the particular context of emotion, this will allow provisional conclusions to feed into a larger environment of knowledge about utterance meaning and can also translate into the inverse task, which is synthesising emotionally appropriate speech, as well as 3-D facial models. 

2. Project objectives
1. The need for hybrid computational systems arises from the inherent complementarity of both capabilities and limits of symbolic and subsymbolic computational paradigms. We look for an interleaving of the two paradigms with two distinguishing features:

2. Compositional gluing. The general idea is to use neural networks as a paste to merge the useful pieces of theories. Namely, given a computational task, let us put into a compositional chain all the pieces of symbolic functions that are available to us concerning our task. To render a complete solving procedure, trainable functions will be used to fill up holes, whenever they occur in the chain, due for instance to free coefficients and lack of coherent formalisation of boundary conditions.

i. Dynamic border-line. The interleaving of the two computational modes might occur in any place of the compositional chain with a non definite hierarchy. However, each local mode shift represents a jump from low level subsymbolic to higher level  symbolic knowledge representation and processing. The frontier between the two levels might change during the processing in two ways. 

ii. Mapping of subsymbolic features into symbols, that operationally consists of locking the plasticity of the neural module computing the feature and giving fixed names to be operated by the higher level computational tools. 

iii. Unlocking of symbols. This is the inverse process aimed at reshaping the functionality of the module computing the symbol and, possibly, at more suitably renaming of the module.

1. The proposed research aims, therefore, at providing a unifying theory for homogeneous combination of symbolic and subsymbolic operations. The project objectives can be summarised into the following: 

Develop neural network modular and hierarchically structured hybrid architectures, which are able to create  in an adaptive manner the representation required, so as to operate in variable environments. 

2. Recent results have suggested that such an approach requires a hierarchy of systems, the first layer of which performs a pre-processing necessary to map signals into features using non-linear (higher order) operations. These features are mapped to symbols by later processing stages. In such a hierarchy of systems, neural networks and AI techniques can be used simultaneously so as to combine the complementary properties of both. Neural networks intrinsically allow the process of learning to achieve the creation of new responses in a machine. Thus the adaptive aspect of the project is secured, in terms of the intrinsic modifiability of neural systems.

3. Encapsulate the obtained representations into a formal set of rules and explore the possibility of developing machine semantics in a self-organising way. 

4. The task of extracting rules from a trained artificial neural network is one of interpreting in a comprehensible form the collective effect of the network architecture itself, the set of connection weights and the activation function associated with each unit of the network [1-3]. The objective is to develop a rigorous and systematic approach for expressing the knowledge embodied in the network using concepts drawn from conventional (propositional) logic. An important issue concerning the rule extraction procedure relates to the obtained view of the underlying network, i.e. whether rules will be extracted at the individual unit level or at the global network level or in some combined manner. Other important considerations pertain to the generality of the extraction technique, i.e. its applicability to different network architectures and training schemes, to the quality of the rules (expressive power, accuracy, consistency), as well as to the computational efficiency of the rule extraction procedure.

5. Develop approaches which use subsymbolic components derived by NNs to supplement and link rule based techniques. 

6. The completion and refinement of existing rules within symbolic knowledge bases by using artificial neural networks constitutes a problem of similar importance to rule extraction. While the latter normally starts with an empty symbolic rule base, the starting point for the rule refinement procedure is some initial knowledge about the problem domain [4-6], expressed in the form of a set of rules which may be incomplete or even incorrect. The goal will be to use a combination of neural network learning and rule extraction techniques to produce a better set of symbolic rules. As the initial knowledge will be encoded into the network prior to training, this process can be performed in an iterative manner. Several strategies will be investigated in this direction.

7. Use a challenging HCI application to illustrate the effectiveness of the derived theoretical approaches. 

Detection of emotion in human interaction based on analysis of vocal and facial input signals is of exceptional interest, since it is a paradigm of problems that invites hybrid approaches. In particular it involves a variety of technologies and input data, including image [7] and speech [8,9] analysis, man-machine interaction with respect to human reactions and psychology. Interweaving neural networks and rule-based systems, exploring the advantages of both approaches, will be tested in this application for deriving new or enriching known rules for the emotion detection task. The inverse HCI problems of emotionally appropriate 3-D face modelling and speech synthesis will also take advantage of the advances generated by the project.

3. Results achieved so far

In the first year of the project there has been significant progress in both aspects of the project, i.e., subsymbolic neural network based feature extraction and analysis as well as symbol generation on one hand, and analysis of the emotion understanding application on the other. In the former aspect, a state-of-the-art review has been performed and various extensions and theories are being developed; in the latter, a first systematic exploration of the problem has been performed, which includes many novel ideas and specific ways for the emotion understanding system implementation. Altogether, this resulted in the production of 4 main reports:

-“Review of Artificial Intelligence and Neural Network Techniques for Mapping Signals to Symbol”

-“Review of Existing Techniques for Human Emotion Understanding and Applications in Human-Computer Interaction”

-“Development of Feature Representations from Emotionally coded Facial Signals and Speech”

-“Test Material: Format and Availability”.

All reports are available from the first author (project coordinator).
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