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The aim of this work is to continuously provide the acoustic pressure field radiated from
nonstationary sources. From the acquisition in the nearfield of the sources of a planar acoustic field
which fluctuates in time, the method gives instantaneous sound field with respect to time by
convolving wavenumber spectra with impulse response and then inverse Fourier transforming into
space for each time step. The quality of reconstruction depends on the impulse response which is
composed of investigated parameters as transition frequency and propagation distance. Sampling
frequency also affects errors of the practically discrete impulse response used for calculation. To
avoid aliasing, the impulse response is low-pass filtered with Chebyshev or Kaiser–Bessel filter.
Another approach to implement the impulse response consists of applying an inverse Fourier
transform to the theoretical transfer function for propagation. To estimate the performance of each
processing method, a simulation test involving several source monopoles driven by nonstationary
signals is executed. Some indicators are proposed to assess the accuracy of the temporal signals
predicted in a forward plane. The results show that the use of a Kaiser–Bessel filter numerically
implemented or that of the inverse Fourier transform can provide the most accurate instantaneous
acoustic signals. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3216916�
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I. INTRODUCTION

Knowledge of the instantaneous acoustic field radiated
far from sources is of particular interest in several applica-
tions. Among them, active control of the noise radiated by
structural bodies requires a monitoring signal in the nearfield
or in the farfield to provide appropriate signals to the actua-
tors in order to suppress the noise. In many cases, this con-
trol only concerns some components of the radiated field,
associated with a spatial representation or with components
which can be filtered within the wavenumber spectrum ob-
tained from Fourier transform of the spatial pressure distri-
bution. A representative temporal signal is then necessary for
the control algorithm.1,2 Other applications need a descrip-
tion of the instantaneous radiation �for instance, due to un-
steady excitation such as impacts or turbulent flows�, whose
spatial and time features are of great importance for the
acoustic perception of a listener. The applications mainly
concern the study of musical instruments, how to model
them for sound synthesis,3,4 although more industrial appli-
cations are interested in sound quality. In this field, reducing
impact noise is particularly difficult and requires a technique
to efficiently characterize the phenomena.5,6

We are interested in acquiring or simulating a time-
dependent acoustic field using a microphone array in the
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nearfield of the sources so as to find the time-dependent pres-
sure field in a plane further from the sources. Furthermore,
solving this problem would be the first step of a more com-
plex task which consists of reconstructing a nonstationary
pressure field directly on a source plane from measurements
done in the nearfield as in nearfield acoustic holography in-
volving stationary acoustic sources.7 The resolution of this
inverse problem8 is not considered in this paper, as the focus
is on the direct problem which is forward prediction of
acoustic pressure field. In the article, this direct problem is
called forward radiation problem.

For harmonic signals �using the Helmholtz integral�, a
widely used method for calculating the acoustic radiation
consists of formulating and solving the problem in the wave-
number domain7,9 and then transforming back to the spatial
domain. To ensure the transition to the spatial domain, some
numerical solutions using fast Fourier transforms �FFTs�
have been proposed.10 Among the other possible solutions,
working in the wavenumber domain is without doubt the
most efficient using the FFT algorithm.11 With this method,
the spatial Fourier transform with respect to both variables x
and y of the Helmholtz equation leads to the solution of the
equation in the z direction and the prediction of how the
wavenumber spectrum propagates in this direction for each
angular frequency �. However, the solution which consists
of solving the problem for each spectral component and then
synthesizing the temporal signal through an inverse Fourier

11
transform is time consuming and sensitive to errors for the
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low frequency components. Indeed the method requires one
Fourier transform with respect to time for each measurement
point of the array, one spatial Fourier transform and process-
ing of the wavenumber spectrum for each spectral line, and
at last one inverse Fourier transform with respect to time for
each measurement point. A fundamentally different approach
is presented here which involves the time-wavenumber do-
main without operating in the frequency domain. After ap-
plying a Fourier transform with respect to the planes x and y,
an equation along the z axis describes how the instantaneous
wavenumber spectrum propagates. This equation is then
solved by using the Laplace transform. A similar approach
but different in the way of seeking the solution was proposed
by Forbes et al.12 providing the same result. The solution can
be presented as a convolution product between each compo-
nent of the wavenumber spectrum and an impulse response
obtained analytically in the time-wavenumber domain. This
has the advantage of continuously processing the signal so
that each new sample picked up by the microphones provides
a new sample of the propagated pressure field. This method
is the central part of the study presented here where the rel-
evance of the impulse response is tested from nonstationary
simulated acoustic sources. The main question to answer is
how to implement the impulse response and with what
sample rate. We also emphasize the fact that the impulse
response should be processed before projecting the input
pressure field. Some criteria are finally given to assess the
viability of the method and to compare different processing
methods applied to the impulse response in the time-
wavenumber domain.

The theoretical formulation of the method providing an
impulse response in the time-wavenumber domain is given
in Sec. II. In spite of the fact that the starting equation is also
the wave equation, the presentation of the approach based
here on the Laplace formalism differs from that of Forbes et
al.12 but leads to the same expression. Then the shape and the
frequency response of the impulse response are presented in
Sec. III. In particular, an important feature of the impulse
response is highlighted. It is the transition frequency which
separates for each point of the wavenumber domain two
kinds of travelling waves, propagating or decaying. Next, the
aim is to implement the impulse response using a finite num-
ber of samples. The influence of several parameters such as
the propagation distance, the transition frequency, and the
sampling frequency is investigated in Sec. IV. Then several
processing methods to implement an effective impulse re-
sponse are described. Most of them are based on low-pass
filtering of the response. An approach using the inverse Fou-
rier transform is also mentioned. Numerical results are dis-
cussed in Sec. V while the source plane is composed of three
monopoles generating nonstationary acoustic signals. Some
indicators13,14 are given to objectively compare the signals
forward propagated to another plane.

II. WAVE EQUATION SOLUTION IN TIME-
WAVENUMBER DOMAIN

First, the wave equation in Cartesian geometry is con-

sidered:
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�2p�x,y,z,t� −
1

c2

�2p�x,y,z,t�
�t2 = 0. �1�

By applying the Fourier transform with respect to x and y to
Eq. �1�, using the time-wavenumber spectrum P�kx ,ky ,z , t�
given by

P�kx,ky,z,t� = �
−�

� �
−�

�

p�x,y,z,t�ej�kxx+kyy�dxdy , �2�

Eq. �1� yields

�2P�kx,ky,z,t�
�z2 −

1

c2

�2P�kx,ky,z,t�
�t2 − �kx

2 + ky
2�P�kx,ky,z,t�

= 0. �3�

By setting

F�z,t� = P�kx,ky,z,t�, a =
1

c2 , b = kx
2 + ky

2, �4�

Eq. �3� can be rewritten as

�2F�z,t�
�z2 − a

�2F�z,t�
�t2 − bF�z,t� = 0. �5�

To seek the solution of Eq. �3� for each point �kx ,ky� of
the instantaneous wavenumber spectrum, the Laplace
formalism15 is used with L�F�z , t��= f�z ,s� the Laplace trans-
form of F�z , t�. Considering

L� �2F�z,t�
�z2 � =

�2f�z,s�
�z2 ,

L� �F�z,t�
�t

� = sf�z,s� − F�z,0� ,

L� �2F�z,t�
�t2 � = s2f�z,s� − sF�z,0� −

�F�z,0�
�t

, �6�

and that the initial condition �t=0� is zero, as the solution
sought is an impulse response,

F�z,0� = 0, �7�

the Laplace transform of Eq. �5� yields

�2f�z,s�
�z2 − �as2 + b�f�z,s� = 0. �8�

The general solution of Eq. �8� is

f�z,s� = Ke�z, �9�

where K and � are two constants which need to be found.
Substituting Eq. �9� into Eq. �8� leads to two possible

values for �:

� = � �as2 + b . �10�

Since waves propagate toward the increasing z axis and since
it is assumed that there is no reflective wave, the solution
chosen for � is the negative one,

� = − �as2 + b . �11�
K is given by the initial condition for z=0,
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K = f�0,s� . �12�

Hence after substituting Eqs. �11� and �12� into Eq. �9�, the
solution for f�z ,s� becomes

f�z,s� = f�0,s�e−z�as2+b. �13�

According to Hladik,15 the exponential term e−z�as2+b in Eq.
�13� can be expressed as

e−z�as2+b = u�z,s� + v�z,s� , �14�

where

u�z,s� = ez�as2
�15�

and

v�z,s� = − z�b�
z�a

�

e−st J1��b/a�t2 − az2�
�t2 − az2

dt , �16�

where J1 denotes the Bessel function of the first kind and
order 1.

Hence Eq. �13� yields

f�z,s� = f�0,s�u�z,s� + f�0,s�v�z,s� . �17�

Considering

L�F�0,t�� = f�0,s� ,

L�V�z,t�� = v�z,s� ,

L�F�z,t − t0�� = f�z,s�e−st0, �18�

and applying the inverse Laplace transform to Eq. �17�, it
follows that

F�z,t�

= 	0 for 0 � t � z�a

F�0,t − z�a� + F�0,t� � V�z,t� for t � z�a ,



�19�

with

V�z,t� = �0 for 0 � t � z�a

− z�b
J1��b/a�t2 − az2�

�t2 − az2
for t � z�a . �

�20�

Since we used the notation given by Eq. �4�, hence with
�a=1 /c and �b=�kx

2+ky
2, the solution of Eq. �3� for the

time-wavenumber spectrum is provided from Eqs. �19� and
�20�:

P�kx,ky,z,t� = 0 for 0 � t �
z

c
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P�kx,ky,z,t�

= P�kx,ky,0,t −
z

c
� − P�kx,ky,0,t�

� z�kx
2 + ky

2

J1�c�kx
2 + ky

2�t2 −
z2

c2�
�t2 −

z2

c2

��t −
z

c
��

for t �
z

c
. �21�

� is the Heaviside function defined by

��t� = �0 for t � 0
1
2 for t = 0

1 for t 	 0.
� �22�

For t�z /c, Eq. �21� can be expressed as a convolution
product between the time-wavenumber spectrum
P�kx ,ky ,0 , t� and an impulse response h�kx ,ky ,z , t�:

P�kx,ky,z,t� = P�kx,ky,0,t� � h�kx,ky,z,t� , �23�

where h�kx ,ky ,z , t� is given by

h�kx,ky,z,t�

= 
�t −
z

c
� − z�kx

2 + ky
2

J1�c�kx
2 + ky

2�t2 −
z2

c2�
�t2 −

z2

c2

��t −
z

c
� .

�24�


�t� denotes the Dirac distribution.

III. FORWARD PROPAGATION OF TIME EVOLVING
PRESSURE FIELD

A. Propagation in the time-wavenumber domain

By considering the geometry of the problem �see Fig. 1�,
the time-dependent wavenumber spectrum P�kx ,ky ,zF , t� in a
forward plane z=zF can be obtained by convolving each
component of the time-dependent wavenumber spectrum
P�kx ,ky ,zA , t� acquired in a measurement plane z=zA with an
impulse response h�kx ,ky ,zF−zA , t� in the time-wavenumber

Sz
zA z

F

M3

M1

M2

0

P

P

P

P2

3

4

1

z∆

Measurement grid

Measurement plane Forward planeSource plane

xx

y

z

y y

x

FIG. 1. Geometry of the radiation problem: the pressure field in z=zF has to
be computed from the pressure field acquired in z=zA. The numerical study
involves three nonstationary monopoles M1, M2, and M3.
domain:
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P�kx,ky,zF,t� = P�kx,ky,zA,t� * h�kx,ky,zF − zA,t� . �25�

By using the following notation for the propagation dis-
tance �z=zF−zA, the wavenumber kr=�kx

2+ky
2, the propaga-

tion delay �=�z /c, and the transition pulsation r=ckr, the
impulse response h�kx ,ky ,�z , t� of Eq. �24� can be rewritten
as

h�r,�,t� = 
�t − �� − �r
2J1�r

�t2 − �2�

r
�t2 − �2

��t − �� . �26�

The theoretical impulse response h�r ,� , t� is repre-
sented in Fig. 2. In practical applications, the instantaneous
wavenumber spectrum is obtained by processing a two-
dimensional spatial Fourier transform at each discrete time
of the signals acquired by a microphone array. The pressure
field p�x ,y ,z , t� on the plane z=zF is obtained by processing
an inverse two-dimensional spatial Fourier transform of the
result of Eq. �25�. The discrete problem is studied in Sec. IV.

B. Interpretation in the frequency domain

The frequency response H�r ,� , f� is the Fourier trans-
form with respect to time of the impulse response h�r ,� , t�.
It can also be highlighted by applying a Fourier transform to
Eq. �25�. The obtained equation is then

P�kx,ky,zF,�� = P�kx,ky,zA,��H�r,�,�� . �27�

This describes the relationship between the known pres-
sure field on a plane z=zA and the pressure on any other
plane z=zF when the studied stationary acoustic sources are
confined on the half plane z�zS �z=zS is the source plane�,7

P�kx,ky,zF,�� = P�kx,ky,zA,��GP�kr,�z,�� , �28�

where the propagator GP is defined by

GP�kr,�z,�� = e−jkz�z = �e−j�z���/c�2−kr
2 for

�

c
� kr

e−�z�kr
2−��/c�2 for

�

c
� kr,�

�29�

h(Ωr, τ, t)

τ = ∆z
c

− τΩ2
r

2

t

FIG. 2. Shape of the impulse response h�r ,� , t� defined in Eq. �26�.
where c is the sound speed.
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By using Eqs. �27�–�29�, the frequency response
H�r ,� ,�� can be written as

H�r,�,�� = GP�r,�,�� =	e−j���2−r
2 for � � r

e−��r
2−�2 for � � r.



�30�

The magnitude and the phase of the frequency response
are represented in Fig. 3 for a transition frequency fr

=r /2�=1000 Hz and �z=0.05 m. Examining this figure, it
is clear that fr is a transition frequency. It is the frequency
that separates two kinds of behavior for the acoustic waves:
propagating waves for f � fr and exponentially decaying
sound fields �evanescent waves� for f � fr. The nonstationary
signal in the time-wavenumber domain P�kx ,ky ,zA , t�, which
is the time evolving pressure in the plane z=zA at the point kr

of the wavenumber spectrum, will show that its frequency
components above the transition frequency propagate as
propagating waves and its frequency components below fr

decay exponentially.

IV. DISCRETE FINITE LENGTH IMPULSE RESPONSE

The forward radiation problem is solved by using a con-
volution in the time-wavenumber domain �see Eq. �25�� be-
tween the input acoustic signals and the impulse response in
Eq. �26�. The accuracy of the instantaneous radiating sources
reconstructed from the measurements depends on the sam-
pling rate of the analytical impulse response. It is then very
important that the discrete Fourier transform HF�r ,� ,�� of
the sampled impulse response is close to the theoretical
transfer function H�r ,� ,��. Since the sampled impulse re-
sponse is not band limited, one more processing stage in-
volving a low-pass filter is added to avoid aliasing effect.

A. Frequency analysis of the sampled impulse
response

Here the influence on the sampled impulse response of

FIG. 3. Magnitude and phase in rad of the theoretical transfer function
H�r ,� , f� for the transition frequency fr=1000 Hz and the propagation
distance �z=0.05 m.
both parameters �z the distance between the measurement
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plane and the forward plane, and fr the transition frequency
is investigated. The sampling frequency is fe and the time
interval between successive samples is �t, the sampling
period with �t=1 / fe. The discrete Fourier transform
HF�r ,� ,�� of the 256 samples of the impulse response
h�r ,� , t� is then compared to H�r ,� ,��. For this purpose,
two root mean square errors E�HF� and E�F

for both the mag-
nitude and the phase of HF�r ,� , f�= �HF�f��ej�F�f� are calcu-
lated. They are defined by

E�HF� = ����H�f�� − �HF�f���2� , �31�

E�F
= �����f� − �F�f��2� , �32�

where �H�f�� and ��f� are the magnitude and the phase of the
theoretical transfer function �Eq. �30�� and � � denotes the
average value.

A normalized propagation distance is used here. It is the
ratio between the distance �z and the base distance �z0

=c�t=c / fe. Both errors in the magnitude and the phase of
the transfer function are computed when �z /�z0=�z /c�t
varies.

1. Influence of the propagation distance on the
frequency behavior of the impulse response

The results highlighting the variations in the magnitude
and the phase errors as functions of �z /�z0 are given in Fig.
4 for two different transition frequencies: fr=600 Hz and
fr=1000 Hz. For each normalized distance �z /�z0, the er-
rors are computed according to a transfer function obtained
by the discrete Fourier transform of the analytical impulse
response sampled at fe=16 000 Hz. In this case, �z0=c�t
=0.0215 m. In Fig. 4�a�, for both values of fr, the error in the
magnitude of the transfer function linearly increases as a
function of �z /�z0. In Fig. 4�b�, for fr=600 Hz and fr

=1000 Hz, the error in the phase of the transfer function
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FIG. 4. Errors �a� in the magnitude E�HF� and �b� in the phase E�F
�rad� of

the transfer function HF�f� as functions of the normalized propagation dis-
tance �z /�z0 with �z0=c�t=0.0215 m. The transfer function is obtained by
applying a Fourier transform to the sampled impulse response in Eq. �26� for
fe=16 000 Hz and 256 samples.
is increasing toward a stable value for �z /�z0 �toward
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�z /�z0�5 for fr=1000 Hz and toward �z /�z0�9 for fr

=600 Hz� and then remains largely unchanged. The errors in
the magnitude and the phase of the transfer function related
to the forward radiating problem both increase when the re-
construction plane moves away from the acoustic sources.

It is also noticeable in Fig. 4 that for a given value of
�z /�z0, the errors in the magnitude and the phase are higher
for fr=1000 Hz than for fr=600 Hz. In the next part, the
influence of the transition frequency fr on the frequency be-
havior of the impulse response is investigated.

2. Influence of the transition frequency on the
frequency behavior of the impulse response

The influence of the variations of the transition fre-
quency on the spectral behavior of the impulse response
h�r ,� , t� is highlighted in Fig. 5 where the errors in the
magnitude and in the phase are represented as functions of fr

for two sampling frequencies applied to h�r ,� , t�: fe

=8000 Hz and fe=16 000 Hz. Here �z=0.043 m; hence for
fe=8000 Hz, �z /�z0=�z /c�t=1 and for fe=16 000 Hz,
�z /c�t=2. Figure 5 clearly shows that the errors computed
in the magnitude and phase both increase as a function of the
transition frequency. For fe=16 000 Hz, the error in the mag-
nitude in Fig. 5�a� increases almost linearly but remains rela-
tively weak. For fe=8000 Hz, the error is weak below fr

=2400 Hz but increases very strongly for transition frequen-
cies above. For lower sampling frequencies, the error in the
magnitude of the transfer function is more sensitive to the
increase in the transition frequency. There is also the same
tendency for the error in the phase �see Fig. 5�b��. The varia-
tions in the curves are similar for both sampling frequencies;
however, for a given transition frequency, the error is greater
for fe=8000 Hz than for fe=16 000 Hz.

For high transition frequencies, the spectral behavior of
the impulse response diverges from the theoretical model.
Thus, when computing the radiated pressure field, some dis-
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the transfer function HF�f� as functions of the transition frequency ��z
=0.043 m� for two sampling frequencies fe=8000 Hz ��z /c�t=1� and fe

=16 000 Hz ��z /c�t=2�. 256 samples are considered.
torsions may appear due to the convolution between the in-
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stantaneous wavenumbers resulting from the measurements
and the sampled impulse response h�r ,� , t� particularly for
large wavenumbers.

3. Influence of the sampling frequency on the
frequency behavior of the impulse response

The errors in the magnitude and the phase of the transfer
function are now given in a plane ��z /c�t , fr / fe� for differ-
ent sampling frequencies in order to explain the curves in
Figs. 4 and 5. Whatever the sampling frequency is chosen,
typical maps highlighting isovalue lines are obtained for the
error in the magnitude �see Fig. 6� and for the error in the
phase �see Fig. 7�. It is noticeable that the choice of two
normalized values fr / fe and �z /�z0=�z /c�t leads to the
same errors in both magnitude and phase of the transfer func-
tion computed by the Fourier transform of the sampled im-
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pulse response whatever the sampling rate fe used. 256
samples are considered for the impulse response.

The tendency of the phase error curve in Fig. 4�b� ob-
tained for fr=600 Hz can be explained by drawing in Fig. 7
a virtual horizontal straight line passing by the point fr / fe

=600 /16 000=0.0375. When �z /�z0 varies from 0 to 15,
the line first crosses several isovalues of the error, which
justifies the increasing part of the curve in Fig. 4�b�, and then
the line becomes tangent to an isovalue, which explains the
constant behavior from �z /�z0�9 in Fig. 4�b�. The plot of
the error in the magnitude in Fig. 6 helps to explain the
variations in Fig. 5�a�. Indeed by drawing a virtual vertical
straight line passing by the point �z /c�t=2 in Fig. 6, one
can read the values taken by the curve in Fig. 5 for fe

=16 000 Hz. These values are provided by the intersection
between the vertical straight line and the isovalues of the
error from fr / fe=0 to fr / fe=4000 /16 000=0.25. The curve
in Fig. 5 for fe=8000 Hz is given by the intersection in Fig.
6 between the vertical straight line passing through point
�z /c�t=1 �drawn from fr / fe=0 to fr / fe=4000 /8000=0.5�
and the isovalue errors.

The aim of the study is now to investigate the influence
of an increase in the sampling frequency for a given numeri-
cal setup. For the acquisition stage, the step size in both x
and y directions is �L=0.0625 m. The sampling frequency is
fe=16 000 Hz and the propagation distance is set to �z
=0.1075 m. The maximum transition frequency allowed
which fulfills the Shannon condition of space sampling is

frmax
=

ckmax

2�
, �33�

with kmax=� /�L, the wavenumber limit.
Finally frmax

can be written as

frmax
=

c

2�L
. �34�

It is also true that the maximum transition frequency must
fulfill the Shannon condition in the time domain. In fact,
the smallest value of the couple of values �fe /2,c /2�L�
must be chosen for frmax

. For this numerical setup, frmax
=min�8000 Hz,2752 Hz�=2752 Hz.

In this configuration, the transition frequency varies
from 0 to frmax

=c /2�L=2752 Hz. Thus, if fe is not lower,
the error values in the area fr / fe	 frmax

/ fe in Figs. 6 and 7
will never be reached. It is also interesting to observe the
values of the error when the sampling frequency increases.

frmax
/ fe can be written as

frmax

fe
=

Cexp

�z/c�t
, �35�

where Cexp= frmax
�z /c is a constant term depending on

the numerical or experimental setup. Here Cexp=�z /2�L
=0.86. Thus, the values taken by frmax

/ fe are given by
0.86 / ��z /c�t�. The numerical setup �fe=1 /�t=16 000 Hz,
�z=0.1075 m, �L=0.0625 m� provides the coordinates of
Pexp �see Fig. 6� the first point of the curve L defined by
frmax

/ fe=0.86 / ��z /c�t� in the plane ��z /c�t , fr / fe�:

Pexp��z /c�t , frmax

/ fe�= Pexp�5,0.172�. When fe is increased
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from 16 000 to 96 000 Hz, the curve L decreases and crosses
the isovalue lines toward the decreasing error values. It can
be concluded that an increase in the sampling frequency
causes the errors to decrease for each impulse response
h�r ,� , t� of the filters used in the time-wavenumber domain
to solve the radiation problem. The sampling frequency can
be increased at the acquisition stage or a posteriori with a
Shannon interpolation of the sampled signal.

The reduction in the errors when the sampling frequency
increases is shown in Fig. 8, where the errors in both mag-
nitude and phase are obtained from the previous numerical
setup: �z=0.1075 m and fr=2752 Hz. These values are col-
lected from the isovalue lines crossed by the curve L in Fig.
6.

The fact that an increase in the sampling frequency leads
to a reduction in the errors in both magnitude and phase of
the transfer function has been highlighted. However, even if
the use of a high sampling frequency seems necessary, it is
not sufficient, which is illustrated in Fig. 9. In this figure, the

ase in rad� after processing h�r ,� , t�. N=256 points, fe=16 000 Hz, �z
function H�r ,� , f� is indicated as a dotted line. The Fourier transform of

h using the average method, �b� Chebyshev method �cutoff frequency fc

r–Bessel filter �fc=6640 Hz and D=2�, and �d� numerical Kaiser method
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FIG. 8. Errors in the magnitude and in the phase �rad� of the transfer func-
tion HF�f� as functions of the sampling frequency fe for the transition fre-
FIG. 9. Transfer functions HF�r ,� , f� shown as solid lines �magnitude and ph
=0.1075 m ��z /c�t=5�, and fr=2000 Hz �fr / fe=0.125�. The theoretical transfer
h�r ,� , t� sampled at fe=64 000 Hz is shown as a dashed line. �a� Sampling
=6400 Hz and upsampling factor of D=8�, �c� low-pass filtering using a Kaise
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transfer function �magnitude and phase� HF�r ,� , f� com-
puted by Fourier transform of h�r ,� , t� is drawn as a dashed
line for fe=64 000 Hz, �z=0.1075 m �i.e., ��z /c�t�=20�
and fr=2000 Hz �i.e., fr / fe=0.031 25�. For these two values
��z /c�t , fr / fe�, the error in the magnitude is E�HF�=0.2 and
the error in the phase is E�F

=0.45 �the values can also be
extracted from Figs. 6 and 7�. The use of a high sampling
frequency applied to the impulse response is advantageous
because E�HF�=0.6 and E�F

=1.3 for fe=16 000 Hz. However,
the result is not satisfactory, as shown in Fig. 9, where the
transfer function, shown as a dashed line, is far from the
theoretical model, shown as a dotted line. This result leads us
to consider additional processing of the impulse response in
order to provide the pressure field radiated by the acoustic
sources on a forward plane. These processing techniques are
detailed in Sec. IV B.

B. Processing for providing an operational impulse
response

Two approaches are considered here. The first is based
on the analytical formulation of the impulse response
h�r ,� , t� given in Eq. �26� in the time-wavenumber domain.
The second starts from the theoretical frequency response
H�r ,� ,�� in Eq. �30� and by using an inverse Fourier trans-
form yields the impulse response.

1. Processing from the analytical impulse response

For this case, consider the following equation derived
from Eq. �26� giving the impulse response:

h�r,�,t� = 
�t − �� − g�r,�,t� , �36�

where

g�r,�,t� = �r
2J1�r

�t2 − �2�

r
�t2 − �2

��t − �� . �37�

As sampling the impulse response even with a relatively
high rate may lead to distorsions in the transfer function,
direct sampling is replaced by average sampling. Instead of
considering g�n�, the sampling value of g�t� at the time t
=n�t, the average value ḡ�n� is computed into an interval �t
centered at t=n�t:

ḡ�n� =
1

�t
�

n�t−��t/2�

n�t+��t/2�

g�t�dt . �38�

The integral in Eq. �38� is approximated by the trapezoidal
formula.

Another modification is used to overcome the problem
of the impulse response whose transfer function is not band
limited. The process consists first of increasing the sampling
rate of the impulse response by a factor D so that the new
sampling frequency is fe�=Dfe. The response contains DN
samples. Then the upsampled response is filtered using a
low-pass filter. Finally, the filtered impulse response is down-

sampling by the factor 1 /D to ensure that the final sampling
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frequency fe� /D matches fe, that of the acoustic signals ac-
quired. The number of samples of the resulting impulse re-
sponse is N.

The use of two low-pass filters have been investigated,
one with an infinite impulse response, a Chebyshev filter, and
the other one with a finite impulse response �FIR� given by
associating a cardinal sine with a Kaiser–Bessel window.16

The choice of a Chebyshev filter which exhibits equiripple
behavior in the passband and a monotonic characteristic in
the stopband facilitates the implementation. The advantage
of the FIR filter is that it has a linear-phase characteristic
within the passband. Then it is easy to postprocess the fil-
tered impulse response to recover the phase. In addition, the
Kaiser–Bessel window which decays toward zero gradually
permits to alleviate the presence of large oscillations in both
the passband and the stopband of the frequency response.

The impulse response of the FIR filter is

w�t� =
I0���1 − �2t/T�2�

I0���
sin���tfe�

�t
. �39�

I0 is the modified Bessel function of the first kind and order
0. T is the duration of the Kaiser–Bessel window. � is linked
to the cutoff frequency fc of the low-pass filter and � is a
shape parameter of the Kaiser–Bessel window:

� =
2fc

fe
, �40�

� � 0.1102�A − 8.7� , �41�

where A is the sidelobe attenuation in decibels.
Two ways of implementing the convolution between the

impulse response and the low-pass filter can be considered.
First, the filtered response gf�t� can be provided using a dis-
crete sum as

gf�n� = �
m

w�m�g�n − m� . �42�

But it can be also computed using a numerical approximation
of the following integral given by the trapezoidal method:

gf�t� = �
t−T/2

t+T/2

g���w�t − ��d� . �43�

2. Processing from the theoretical frequency
response

The Fourier transform of Eq. �36� yields

H�r,�,�� = e−j�� − G�r,�,�� . �44�

Since H�r ,� ,�� is analytically defined in Eq. �30�, so
it is for the transfer function G�r ,� ,�� whose both theoret-
ical magnitude and phase are easily deduced.

It follows

G�r,�,�� = e−j�� − H�r,�,�� . �45�

By applying an inverse Fourier transform either to

H�r ,� ,�� �Eq. �30�� or to G�r ,� ,�� �Eq. �45��, the im-
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pulse response h�r ,� , t� or g�r ,� , t� is obtained. From Eq.
�36�, both approaches provide finally the same impulse re-
sponse h�r ,� , t�.

C. Comparisons between transfer functions resulting
from processing

The aim of this part is to compare several transfer func-
tions G�r ,� ,�� resulting from different processing tech-
niques in order to evaluate their effectiveness in resolving
the source radiating problem. Four treatments are applied to
the theoretical function g�r ,� , t� in Eq. �37�. They are sum-
marized as follows.

• Average method. g�r ,� , t� is average sampled according
to Eq. �38�.

• Chebyshev method. g�r ,� , t� is low-pass filtered using a
Chebyshev filter with a cutoff frequency fc=6400 Hz. It is
achieved by upsampling g�r ,� , t� by the factor D=8 us-
ing the low-pass filter and then downsampling the resulting
response by the factor 1 /D.

• Kaiser method. g�r ,� , t� is average sampled and low-pass
filtered using a Kaiser–Bessel filter with a cutoff frequency
fc=6640 Hz. An upsampling factor of D=2 is used.

• Numerical Kaiser method. The same Kaiser–Bessel filter is
applied but the integral in Eq. �43� is numerically com-
puted using the trapezoidal method.

For all cases, g�r ,� , t� is initially sampled with the sam-
pling frequency fe=16 000 Hz giving 256 samples. The
propagation distance and the transition frequency are set to
�z=0.1075 m and fr=2000 Hz. Figure 9 highlights the
transfer functions H�r ,� , f� �magnitude and phase� for the
four different processing techniques. The frequency re-
sponses are obtained by applying a Fourier transform to the
sampled response g�r ,� , t� before using Eq. �44�.

By comparing the four transfer functions to the dashed
line �see Fig. 9�, it seems evident that the transfer functions
provided by processing g�r ,� , t� are more relevant than the
one obtained by operating a Fourier transform directly on the
sampled response even though the sampling frequency is
higher �64 000 Hz instead of 16 000 Hz�. In addition, filter-
ing g�r ,� , t� in order to limit its frequency band is advan-
tageous. The use of average sampling with no filter is less
effective than filtering, in particular, in the frequency area of
propagating components. The use of a FIR filter with a
Kaiser–Bessel window seems more accurate than the use of a
Chebyshev filter especially for the phase. The most accurate
transfer function in Fig. 9 is obtained by numerically com-
puting the integral of convolution involving the Kaiser–
Bessel filter. One can note that this comparison must be done
for each transition frequency and then for each point of the
wavenumber domain.

These remarks can also be verified by considering the
variations in the magnitude and phase errors of Eqs. �31� and
�32� when the transfer functions HF�f� are computed from
the Chebyshev, the average, the Kaiser, and the numerical
Kaiser methods. For this purpose, Figs. 10 and 11 are to be
compared with Figs. 4 and 5. It is clear that processing the

impulse response leads to a reduction in the errors. The low-
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est errors are achieved by using the numerical Kaiser method
while the Chebyshev method seems to generate phase errors
�see Fig. 10� when the propagation distance increases. In-
creasing the sampling rate of the impulse response by a fac-
tor higher than 8 could enhance the performance of the
Chebyshev method.

It is of course true that the best matching between the
theoretical and the computed transfer functions occurs for the
method based on the inverse Fourier transform �see Sec.
IV B 2�, which is evident as the starting point of the ap-
proach, called here Fourier method, is precisely the theoret-
ical frequency response.
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FIG. 10. Errors in the magnitude E�HF� and in the phase E�F
�rad� of the

transfer function HF�f� as functions of the normalized propagation distance
�z /�z0 with �z0=c�t=0.0215 m. The normalized transition frequency is
fr=1000 Hz. The transfer functions are obtained by applying the Fourier
transform to the impulse responses computed by Chebyshev �C�, average
�A�, Kaiser �K� and numerical Kaiser �N� methods for fe=16 000 Hz.
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FIG. 11. Errors in the magnitude E�HF� and in the phase E�F
�rad� of the

transfer functions HF�f� as functions of the transition frequency ��z
=0.043 m� for fe=8000 Hz ��z /c�t=1�. The transfer functions are ob-
tained by applying the Fourier transform to the impulse responses computed
by Chebyshev �C�, average �A�, Kaiser �K�, and numerical Kaiser �N� meth-

ods.
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V. NUMERICAL RESULTS

A. Setup

The source plane is composed of three monopoles at the
positions M1 �0.3125 m, 0.375 m, 0 m�, M2 �0.75 m,
0.75 m, 0 m�, and M3 �0.25 m, 0.75 m, 0 m�. Both mono-
poles M1 and M2 generate a signal with a linear frequency
modulation in the band �200 Hz, 1800 Hz� and a Gaussian
amplitude modulation while monopole M3 radiates a Morlet
wavelet whose expression is

s�t� = cos�2�f0t�e−t2/2, �46�

with f0=800 Hz. Thus the sources are nonstationary. The
simulation of the acquisition is done using a 17�17 micro-
phone array located in the measurement plane z=zA with
zA=0.05 m. The step size in both x and y directions is �L
=0.0625 m, providing an overall aperture size of 1.0
�1.0 m2. The propagation distance is �z=0.1075 m. Thus,
the forward plane is located at zF=0.1575 m, as shown in
Fig. 1. The emitted signals are sampled at a frequency of
fe=16 000 Hz providing 256 samples.

The aim of this study is to reconstruct the time evolving
pressure field at each point of the forward plane in front of
the square grid of 17�17 virtual microphones using Eq.
�25�. Five different impulse responses h�r ,� , t� in the time-
wavenumber domain are investigated. They are computed
from the Chebyshev method, the Kaiser method, the numeri-
cal Kaiser method, the Fourier method, and the direct
method for which the impulse response h�r ,� , t� is pro-
vided by directly sampling g�r ,� , t� in Eq. �37� at fe

FIG. 12. Reconstructed temporal signals �solid line� versus reference signal
impulse responses computed by six methods �direct �a�, Chebyshev �b�, aver
�47�� and T2 �Eq. �48�� are given on top of each graph.
=64 000 Hz.

2376 J. Acoust. Soc. Am., Vol. 126, No. 5, November 2009
B. Indicators

In order to comment the results obtained objectively,
two temporal indicators T1 and T2 are proposed �see Eqs.
�47� and �48��. They are based on the reconstructed signals
p�x ,y ,zF , t� but also on simulated signals pr�x ,y ,zF , t� di-
rectly propagated on the forward plane z=zF, which are con-
sidered as reference signals:

T1 =
�pr�x,y,zF,t�p�x,y,zF,t��

��pr
2�x,y,zF,t���p2�x,y,zF,t��

, �47�

T2 =��p2�x,y,zF,t��
�pr

2�x,y,zF,t��
. �48�

� � is the average value.
T1 is a correlation coefficient which is sensitive to the

similarity between the shapes of the signals and thus between
their phase difference. T2 is the ratio between two root mean
square values for characterizing the similarity of the ampli-
tudes of both signals.

C. Results in the time-space domain

Figure 12 highlights the temporal pressure signals
p�0.25 m,0.75 m,0.1575 m, t� radiated in P3 whose location
is indicated in Fig. 1. P3 is in front of the monopoles M3. The
pressure signals are provided by the method proposed using
the five different impulse responses in the time-wavenumber
domain mentioned above plus the impulse response obtained
by the inverse Fourier transform. They are compared to the

tted line� in the time-space domain in location P3 �see Fig. 1� for different
c�, Kaiser �d�, numerical Kaiser �e�, and Fourier �f��. The indicators T1 �Eq.
s �do
age �
reference pressure signals directly propagated to the forward
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plane z=zF by simulation. The indicator values T1 and T2 are
reported in Table I. The examination of both Fig. 12 and
Table I leads to the ranking of the methods in order of in-
creasing relevance: Kaiser method �K�, direct method �D�,
average method �A�, Chebyshev method �C�, numerical Kai-
ser method �N�, and Fourier method �F�. The Kaiser method
seems to suffer from a two weak oversampling factor of 2.
Therefore, the use of a low-pass Kaiser–Bessel filter with a
numerical implementation or the inverse Fourier transform
of the analytical transfer function leads to the most opera-
tional impulse response in the time-wavenumber domain. In
addition, the Fourier method is more efficient than the nu-
merical Kaiser method.

Results are enhanced when the impulse response
h�r ,� , t� is low-pass filtered. It confirms the fact that
g�r ,� , t� in Eq. �37� should not only be sampled. With fil-
tering or using the Fourier transform, results are improved in
the whole space, which can be verified by comparing the
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TABLE I. Indicators T1 �Eq. �47�� and T2 �Eq. �48�� computed from refer-
ence signals and pressure signals computed in z=zF from impulse responses
obtained by the direct method �D�, the Kaiser method �K�, the average
method �A�, the Chebyshev method �C�, the numerical Kaiser method �N�,
and the Fourier method �F�.

P2

D K A C N F
T1 0.929 0.944 0.958 0.920 0.961 0.963
T2 0.812 2.397 1.054 0.951 1.009 0.971

P3

D K A C N F
T1 0.901 0.875 0.933 0.890 0.935 0.945
T2 0.750 2.773 1.021 0.887 1.003 0.979

P4

D K A C N F
T1 0.991 0.689 0.989 0.990 0.989 0.991
T2 1.022 1.025 1.056 1.043 1.063 1.063
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reconstructed temporal signals from other locations of the
space with the reference signals as in Fig. 12. For this pur-
pose, spatial cartographies are reported for the direct method
and the Fourier method in Fig. 13. The 0.95 contour line is
displayed for indicator T1 in Figs. 13�a� and 13�b�. One can
observe that the locations facing the monopoles do not give
the best results in terms of phase difference. However, the
error obtained by directly sampling the impulse response
with fe=64 000 Hz is decreased when the Fourier method
is applied even with a lower sampling frequency �fe

=16 000 Hz�. The error is also higher near the edges of the
scanned area. In Figs. 13�c� and 13�d�, the spatial map is
given for indicator 1−T2. Indeed the similarity between the
amplitudes of the reference signals and the projected signals
is evident when 1−T2 is close to 0. In fact, the lowest error
is reached for spatial locations within the area in gray for 1
−T2 values in the interval �−0.05,0.05�. It is noticeable that
this area is larger for the Fourier method than from the direct
method. In most locations, the amplitudes of the projected
signals are overestimated. However, the amplitudes of the
projected signals are inclined to be underestimated by the
direct method for locations around the source monopoles.
The Fourier method gives better results near the monopoles.
In the same way as the spatial map for indicator T1, the error
for 1−T2 is higher near the border of the antenna.

VI. CONCLUSION

The method proposed to forward propagate time-
evolving acoustic fields has the singularity to be based on a
convolution product in the time-wavenumber domain involv-
ing an analytical impulse response. However, this impulse
response needs to be carefully implemented. Indeed, it is
shown here that just sampling the response is not sufficient
to deduce the time-dependent pressure field radiated by the
sources. Two processing methods give accurate results. The
first method applies a Kaiser–Bessel low-pass filter to the
impulse response which is average sampled and the convo-
lution integral is numerically computed using the trapezoidal
technique. The second method provides the impulse response
by computing an inverse Fourier transform of the analytical
transfer function.

The errors made on the propagated acoustic fields in-
crease with the distance separating the sources from the re-
constructed plane and also with the increase in a specific
parameter, the transition frequency which depends on each
wavenumber and separates two tendencies of the travelling
waves: propagating waves and evanescent waves. It is clear
that upsampling the impulse response reduces the errors. It is
remarkable that whatever the sampling frequency, the propa-
gation distance, or the transition frequency chosen, the errors
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are the same as long as the normalized frequency �of the
transition frequency by the sampling frequency� and the nor-
malized distance �of the propagation distance by the distance
covered during a sampling step� remain constant.

The main interest of the method is that it provides the
instantaneous acoustic field radiated from the sources. The
approach could be applied to active control and to diagnose
and monitor various acoustic systems and to calculate the
radiation from structures under unsteady excitations such as
those produced by impacts or turbulent flows.
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