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ABSTRACT:
Acoustic wave propagation in a one-dimensional periodic and asymmetric duct is studied theoretically and numeri-

cally to derive the effective properties. Closed form expressions for these effective properties, including the asym-

metric Willis coupling, are derived through truncation of the Peano–Baker series expansion of the matricant (which

links the state vectors at the two sides of the unit-cell) and Pad�e’s approximation of the matrix exponential. The

results of the first-order and second-order homogenization (with Willis coupling) procedures are compared with the

numerical results. The second-order homogenization procedure provides scattering coefficients that are valid over a

much larger frequency range than the usual first-order procedure. The frequency well below which the effective

description is valid is compared with the lower bound of the first Bragg bandgap when the profile is approximated by

a two-step function of identical indicator function, i.e., two different cross-sectional areas over the same length. This

validity limit is then questioned, particularly with a focus on impedance modeling. This article attempts to facilitate

the engineering use of Willis materials. VC 2023 Acoustical Society of America. https://doi.org/10.1121/10.0020849

(Received 3 April 2023; revised 4 August 2023; accepted 20 August 2023; published online 13 September 2023)

[Editor: Yong Li] Pages: 1660–1666

I. INTRODUCTION

Since the seminal work of Willis in the 1980s,1 the epon-

ymous materials have received an increasing attention. This

increasing attention has even been exponential since their

experimental evidence or demonstration.2–4 The Willis cou-

pling parameters couple the potential and kinetic energy in

the acoustic conservation relations; therefore, enhancing the

ability to control waves in metamaterials compared to other

materials that do not exhibit such coupling. These parameters

have thus been employed to design and analyze PT sym-

metric,5 wave front shaping,6 or non-reciprocal7–9 systems.

Most of the works to date have focused on the physical ori-

gins,10 calculation,11–13 and enhancement14 of Willis cou-

pling, but only a few have focused on deriving a closed form

of these parameters15 to ease Willis material engineering use.

Effectively, various systems are asymmetric and can thus be

modeled as Willis materials. In this article, we will focus on

a one-dimensional (1D) periodic system, the properties of

which vary continuously in a periodic manner.

This system simply consists of a duct, the radius of

which varies continuously and periodically, leading to an

asymmetric profile. The acoustic wave propagation of such

a system has been extensively studied in the past, mostly for

two purposes: the acoustic wave propagation in horns16,17

and in corrugated ducts in the absence18 or in the presence19

of flow. The propagation of plane acoustic waves in ducts,

the cross-sectional area of which varies in space, is generally

based on the Webster equation. This equation is commonly

used to analyze and design mufflers, resonators, and other

types of acoustic filters for noise control applications,20,21 but

also in the analysis of musical instruments, such as flutes and

organ pipes, where the geometry of the instrument affects the

resonance frequencies and the sound quality.22 An accurate,

or at least a reasonably close, analytical solution for the

Webster equation is thus crucial to study the behavior of

sound waves in such systems. Several papers have been dedi-

cated to solving this equation.23–26 Although an approximate

analytical solution accounting for viscothermal losses has

been proposed,27 these losses that occur at the duct bound-

aries are often neglected. To our knowledge, any of the for-

mer articles were focused on deriving the effective properties

in such problems in the presence of viscothermal losses and

when the corrugation profile is asymmetric.

Inspired by Refs. 9, 15, and 28, the closed form expres-

sions of the effective properties, including the asymmetric

Willis coupling, describing the acoustic wave propagation in

a duct (the radius of which varies periodically and continu-

ously) are derived and analyzed. A related article was pub-

lished on elasticity,12 in which the procedure was different

and validated on a two-layer laminate under SH polarization.

The article is organized as follows. In Sec. II, the equa-

tions describing the acoustic wave propagation in the duct

of continuously varying radius are reminded. The procedure

to derive the effective properties, based on the first-order

Pad�e’s approximation of the matrix exponential anda)Email: Jean-Philippe.Groby@univ-lemans.fr
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Peano–Baker series expansion of the matricant, is described

and applied to our problem in Sec. III. Results in two spe-

cific cases, i.e., one where the profile leads to narrow duct

portion of short period and the other where the profile leads

to wider duct of longer period, are discussed in Sec. IV. In

particular, the dispersion introduced by the radius profile is

analyzed in view of homogenization limit.

II. GENERAL STATEMENT

We consider the 1D acoustic wave propagation in a d-

periodic duct of a continuously varying circular cross-

sectional area SðxÞ ¼ prðxÞ2 as depicted in Fig. 1. Assuming

an implicit time dependence e�ixt, pressure p(x), and flow

V ðxÞ ¼ SðxÞVðxÞ, where V(x) is the particle velocity, satisfy

the following first-order equations

ix~qðxÞV ¼ @p

@x
;

ix ~CðxÞp ¼ @V
@x

;

8>><
>>: (1)

where ~qðxÞ ¼ qðxÞ=SðxÞ and ~CðxÞ ¼ CðxÞSðxÞ are, respec-

tively, the reduced density and compressibility (inverse of

the bulk modulus, ~C ¼ 1= ~K). This system is usually cast in

the matrix form

@

@x
W ¼ 0 ix~qðxÞ

ix ~CðxÞ 0

" #
W ¼ AðxÞW; (2)

where W ¼ hp;V iT is the state vector and AðxÞ is the propa-

gation matrix. The latter matrix A depends on x and does

not commute with itself for different values of x, i.e.,

AðxÞAðx0Þ � Aðx0ÞAðxÞ 6¼ 0 when x0 6¼ x. The solution of

the system represented by Eq. (2), which relates the state

vectors at both sides of the unit-cell via WðdÞ ¼MdWð0Þ,
also involves a matricant Md that takes the form of a

Peano–Baker series expansion

Md ¼ Idþ
ðd

0

A xð Þdxþ
ðd

0

A xð Þ
ðx

0

A fð Þdf

� �
dxþ � � � ;

(3)

which is usually evaluated iteratively. Each iteration corre-

sponds to an increase in the order of the Taylor expansion.

Of particular interest is the second-order iteration that

reads as

M
ð2Þ
d ¼

1� x2

ðd

0

~qðxÞ
ðx

0

~CðfÞ df dx ix�qd

ix �Cd 1� x2

ðd

0

~CðxÞ
ðx

0

~qðfÞ df dx

2
66664

3
77775þ O �kdð Þ3; (4)

where �q ¼
Ð d

0
~qðxÞ dx=d and �C ¼

Ð d
0

~CðxÞ dx=d are the mean

values of ~q and ~C, and �k ¼ x
ffiffiffiffiffiffiffi
�q �C

p
.

III. DERIVATION OF THE EFFECTIVE PROPERTIES

We assume a d-periodic 1D reciprocal system of

respective propagation matrix Ae. The state vectors at both

sides of the unit-cell are related via WðdÞ ¼ expðAedÞWð0Þ
¼ TWð0Þ, with T the transfer matrix of respective elements

tij, ði; jÞ 2 ð1; 2Þ. Following Ref. 15, the propagation matrix

is correctly approximated by the inversion of the first-order

Pad�e’s approximation of the transfer matrix (i.e., the matrix

exponential)

Ae �
2

d
Tþ Idð Þ�1

T� Idð Þ

� 2

d

1

2þ t11 þ t22

t11 � t22 2t12

2t21 t22 � t11

" #
; (5)

which directly provides the elements of a reciprocal Willis

material

Ae ¼ ix
va

e qe

Ce �va
e

� �
; (6)

where qe is the effective density, Ce is the effective com-

pressibility, and va
e is the even Willis coupling related to the

FIG. 1. (Color online) Sketch of the

configuration and representation of the

scattering problem.
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possible asymmetry of the unit-cell. Note that the reciprocal

feature of the system, i.e., detðTÞ ¼ 1 has been accounted

for in Eq. (5). Checking this property can be employed as a

validation step (see Appendix A).

Introducing the matricant elements in Eq. (5) leads to

qe ¼ q; Ce ¼ C;

and

va
e ¼

ix
2d

ðd

0

~q xð Þ
ðx

0

~C fð Þdfdx

 

�
ðd

0

~C xð Þ
ðx

0

~q fð Þdfdx

!
: (7)

The effective density and compressibility are OðxÞ, while

va
e is exhibited at the next order and is thus OðxÞ2. The

effective density and compressibility are classical results

from the first-order homogenization. Quantities evaluated

according to the first-order homogenization are hereafter

referred to as sub-index H. When the profile is symmetric,

i.e., rðxÞ ¼ rðd � xÞ; 8x 2 ½0; d=2�; va
e vanishes (see the

Appendix B) and thus, the effective density and compress-

ibility become valid at the second order. In other words,

the first-order homogenization results become valid at the

second order when the profile is symmetric. When the pro-

file is piecewise constant, the effective properties,

including the Willis coupling, fall back on the formulas

derived in Ref. 28. In addition, the Willis coupling van-

ishes at low frequency because an asymmetric structure

falls back to symmetric at low frequency. The asymmetric

Willis coupling is effectively a linear function of the fre-

quency (in the absence of losses) because it appears at the

second order. In the absence of losses, va
e is purely

imaginary.

IV. RESULTS AND DISCUSSION

We consider a duct, the maximum radius of which is

a ¼ 1:5 cm, such that the profile r(x) consists of a reduction

of this radius. Only plane waves are also propagating below

the cut-on frequency of the first mode in a duct of radius a,

which is frequencies below �6100 Hz. Viscothermal losses

are accounted for via the Stinson’s formula,29 which are

addressed in Appendix C. The structuration of the duct

geometry introduced by the periodic radial profile r(x) indu-

ces dispersion of the waves traveling in the duct. To get a

grip on it, the dispersion relation of the acoustic waves in a

periodic duct composed of two different cross-sectional

areas, Smax associated with a radius a and ~S corresponding

to a radius ~r , of the same length, i.e., d=2, is considered.

This dispersion relation turns out to be that of a periodic 1D

Su–Schrieffer–Heeger model,30 where the coupling coeffi-

cients are simply given by the ratios of the two different

cross-sectional areas.31 This relation reads as

cos kd=2ð Þ ¼ 6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Smax

Smax þ ~S

� �2

þ
~S

Smax þ ~S

 !2

þ 2Smax
~S

Smax þ ~S
� �2

cos kedð Þ

0
@

1
A

vuuut ; (8)

where ke is the effective wavenumber in the presence of the

periodic structuration and k is the wave number in the

straight duct. When ked ¼ p, the frequency of the lower

bound of the first Bragg bandgap can be calculated in the

absence of losses. This frequency, f B
~r , is supposed to provide

a good approximation of the quantity well below which the

effective models are valid. The question that naturally arises

becomes: which value of ~r (or ~S) should be considered? We

thus consider two limit cases: the first one where kd is small

but r(x) leads to a narrow duct portion and the second one

where kd is larger and r(x) leads to a wider duct cross-

sectional area on average.

Figures 2(a) and 2(b) depict the two continuous profiles

considered, the equations of which are provided in

Appendix D. In the first case, d ¼ 2 cm and the profile has a

maximum reduction of the duct radius of 90%. In the second

case, d ¼ 6 cm and the profile has a maximum reduction of

the duct radius of 50% and much less on average. These two

profiles are discretized in 301 segments which are used to

evaluate the integrals (trapezoidal rule) in the effective

parameter closed form expressions [Eq. (7)]. Instead of iter-

atively evaluating Eq. (3) to calculate the matricant, we

evaluate the total transfer matrix that links the state vectors

at both sides of the unit-cell, by multiplying the transfer

matrices of each segment Tj, i.e., Ttot ¼ P301
j¼1Tj. This solu-

tion is then considered as the reference solution, from which

the effective properties can be numerically evaluated12,15

via An ¼ logðTtotÞ=d (see also Appendix E). The corre-

sponding effective properties are referred to as the sub-

index n. Figures 2(c)–2(f) depict the dispersion relation (real

and imaginary parts of the wavenumber) of the acoustic

waves for both profiles. The lower bound of the Bragg

bandgap is numerically evaluated around 2300 Hz in both

cases. Either ~r ¼ min rðxÞð Þ (the minimum radius over a

period) or ~r ¼ 2�r � a (the radius that produces the same

area reduction as that produced by the profile) are consid-

ered to evaluate f B
~r . In the first case, f B

min rðxÞð Þ � 1100 Hz

and f B
2r�a � 4500 Hz, while in the second case,

1662 J. Acoust. Soc. Am. 154 (3), September 2023 Krpensk�y et al.
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f B
min rðxÞð Þ � 1700 Hz and f B

2r�a � 2500 Hz. Although this fre-

quency is better approximated in the second case than in the

first case, f B
min rðxÞð Þ � 1100 Hz and f B

2r�a � 2500 Hz seem to

be appropriate for the first and second cases, respectively,

in view of the homogenization limit. In terms of rule, if

2�r � a > a=2; f B
2�r�a is appropriate and if 2�r � a < a=2;

f B
minðrðxÞÞ is appropriate. Nevertheless, speaking in terms of

percentage of ked does not seem to be representative when

asymmetric structures are considered because the main dif-

ference between first and second homogenization is not in

kH ¼ x
ffiffiffiffiffiffiffiffiffiffi
qeCe

p
instead of ke ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qeCe þ v2

e

p
but rather in

ZH ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
qe=Ce

p
instead of Z6

e ¼ qe=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qeCe þ v2

e

p
7v

	 

. The

wavenumber kn is even better approximated by kH than it is

by ke over the considered frequency range, as can be seen in

Figs. 2(c)–2(f). Please note that the range of ReðkedÞ over

which the dispersion relationships are represented is large

and far exceeds the range of validity of the usual homogeni-

zation procedures. The two impedances Z6
n are better

approximated by Z6
e than they are by ZH and in particular,

their phases [see Figs. 2(g)–2(j)]. Please note that the

dynamics of the impedance modulus in the second case

[Fig. 2(i)] is different from that in the first case [Fig. 2(g)].

The ratio between the wavelength and the period is thus not

the only limit in terms of homogenization, because it only

relies on the effective wavenumber and the impedance has

also to be accounted for. This is clearly visible on the scat-

tering coefficients by a single unit-cell depicted in Figs.

2(k)–2(n). In both cases, the scattering coefficients calcu-

lated via the second-order homogenization, that is, when the

Willis coupling is accounted for, is accurate over a wider

range of frequencies than those calculated via the first-order

homogenization. Although this is an obvious result, it is

worth noting. The asymmetry of the radius profiles are more

FIG. 2. (Color online) Continuous pro-

files in the (a) first and (b) second cases

(blue curve) as well as the two approx-

imations in two equal portions of dif-

ferent sectional areas with ~ra (dashed

red curve) and with ~rm (dotted black

curve). (c) and (e) Real and (d) and (f)

imaginary parts of the wavenumber–

dispersion relation–in the first and sec-

ond cases, respectively. (g) and (i)

Modulus and (d) and (f) phase of the

normalized impedances Z6S=Z0. (g)

and (i) Modulus and (d) and (f) phase

of the scattering coefficients, i.e., Rþ,

R�, and T. (c)–(f) Results as calculated

numerically (continuous curves), with

the first-order homogenization (dotted

curves), and with the second-order

homogenization (dashed curves) pro-

cedures. (k)–(n) The markers refer to

the scattering coefficients as calculated

with the first-order Pad�e’s approxima-

tion of expmðAedÞ.
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visible on the phases of the reflection coefficients than on

their moduli. These phase differences are clearly exhibited

when Willis coupling is accounted for via Z6
e [see Figs. 2(h)

and 2(j)]. The phase of the reflection coefficient as calcu-

lated with the first-order homogenization stands between

those as calculated with the Willis coupling. At low frequen-

cies, the phases are equal because an asymmetric structure

falls back to symmetric. When the frequency increases, the

phases start to differentiate. The results of the first-order

homogenization results fail when the phase difference

between the two reflection coefficients become too large,

while the results of the second-order homogenization are

still satisfactory. The second-order homogenization fails for

both transmission and reflection coefficients when the phase

of the reflection coefficients are not correctly modeled any-

more. Please note that the scattering coefficients of a single

unit-cell as calculated with the first-order Pad�e’s approxima-

tion of the function expmðAedÞ is in good agreement with

the numerically calculated scattering coefficients. This

means that the main source of error in the derivation of the

effective properties yields in the truncation of the

Peano–Baker series to evaluate the matricant at the second

iteration (second-order Taylor expansion). Please also note

that for longer structures, i.e., more than a single unit-cell,

the matrix exponential is mandatory to evaluate the scatter-

ing coefficients. Finally, the impact of the error on ke and

Z6
e can be tempered in the case of longer structures. Indeed,

the error on ke can have a greater impact in this case, as the

wave propagates over a greater distance in the material.

Figures 3(a)–3(l) depict the normalized effective proper-

ties as evaluated numerically (blue continuous curves) and

from their closed form expressions (red dashed curves) given

in Eq. (7) for both profiles. Closed form expressions are in

excellent agreement with the numerical results, although they

deviate when the frequency increases. As pointed out in the

previous paragraph, these effective properties are valid over a

shorter frequency range in the first case, which is when the

profile leads to a narrow duct portion, than in the second

case, which is when the period is longer, and the duct is

wider. Whatever the case, the Willis coupling cannot be

neglected in relation to the other effective parameters at high

frequency. The Willis coupling is almost purely imaginary

which is in accordance with Eq. (7). Compared to the other

normalized effective properties, the Willis coupling clearly

FIG. 3. (Color online) (a) and (c) Real

and (b) and (d) imaginary parts of the

normalized asymmetric Willis cou-

pling. (e) and (g) Real and (f) and (h)

imaginary parts of the normalized

effective density. (i) and (k) Real and

(j) and (l) imaginary parts of the nor-

malized effective compressibility.

Numerical results are depicted in blue

continuous curves and closed form

expressions of the coefficients are

depicted in red dashed curves.
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cannot be neglected, which emphasizes the need to use a

second-order homogenization procedure.

V. CONCLUSION

The effective properties describing the acoustic wave prop-

agation in a duct, the radius of which varies continuously and

periodically and leads to an asymmetric over the period, are

derived with the help of the first-order Pad�e’s approximation of

the matrix exponential function and truncation of the

Peano–Baker series. Each iteration corresponds to an increase

in the order of the Taylor expansion. The first-order (classical)

homogenization results are recovered using the first iteration to

evaluate the matricant, while the second-order homogenization,

derived using the second iteration to evaluate the matricant, fea-

tures the Willis coupling ad an additional parameter. The lowest

bound of the first Bragg bandgap, when the unit-cell radius pro-

file is approximated by a two-step function of identical indicator

function, is considered to assess the frequency well below

which the effective models are valid. The radial structuration

actually induces wave dispersion. It turns out that the validity of

the effective Willis material derived to model this asymmetric

periodic duct not only relies on a percentage of ked, but also on

the impedance modeling. Effectively, the asymmetric Willis

coupling that is exhibited at the second order impacts the effec-

tive wavenumber but also makes the impedance of the wave

propagating in the positive or in the negative directions different

as the unit-cell is asymmetric. The modeling of these two impe-

dances has also to be accounted for to derive the real and practi-

cal validity limit of the scattering coefficients calculated with

the effective properties. Wavenumbers, impedances, effective

properties, and scattering coefficients, as calculated with the

second-order homogenization procedure, are found in good

agreement with the numerical results calculated with the stan-

dard transfer matrix method, thus validating the proposed

method. This article paves the way for the modeling of more

complicated ducts with periodic asymmetric radial structuration,

like acoustic black holes, possibly in the presence of flow. It

also questions the validity limits of the effective properties.
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APPENDIX A: VERIFYING THAT THE MATRICANT IS
UNITARY AT THE SECOND ORDER

The determinant of the matrix Eq. (4) reads as

det M
ð2Þ
d

	 

¼ 1þ x2 �C�q �

ðd

0

~CðxÞ
ðx

0

~qðfÞ df dx

 

�
ðd

0

~qðxÞ
ðx

0

~CðfÞ df dx

!
þ O �kdð Þ3

¼ 1þ O �kdð Þ3: (A1)

Note that Eq. (A1) vanishes because both functions ~qðxÞ
and ~CðxÞ are zero for x < 0 and integration by part formula.

APPENDIX B: CANCELLATION OF THE WILLIS
COUPLING IN THE CASE OF A SYMMETRIC PROFILE

Equation (7) can be further expanded as follows:

va
e ¼

ix
2d

�q
ðd=2

0

~CðxÞ dx� �C

ðd=2

0

~qðxÞ dx

 

þ
ðd

0

~CðxÞ
ðx

d=2

~qðfÞ df dx

�
ðd

0

~qðxÞ
ðx

d=2

~CðfÞ df dx

!
: (B1)

When the profile is symmetric, i.e., r(x) is symmetric with

respect to d=2, the first two terms in Eq. (B1) cancel (sinceÐ d=2

0
~qðxÞ dx ¼ �qd=2 and

Ð d=2

0
~CðxÞ dx ¼ �Cd=2) and the last

two terms vanish since they represent an integration over

½0; d=2� of a multiple of a symmetric and an antisymmetric

function with respect to d=2.

APPENDIX C: ACCOUNTING
FOR THE VISCOTHERMAL LOSSES

Circular cross-sectional ducts are considered throughout

this article. The boundaries give rise to viscothermal losses

from viscous and thermal skin depths. Assuming that only

plane waves propagate in a circular cross-sectional duct of

radius r, the effective complex and frequency dependent

density and compressibility read as29

q ¼ q0 1� 2

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixq0=g

p J1 r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixq0=g

p	 

J0 r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixq0=g

p	 

0
B@

1
CA
�1

;

C ¼ 1þ 2 c� 1ð Þ
r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iPrxq0=g

p J1 r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iPrxq0=g

p	 

J0 r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iPrxq0=g

p	 

0
B@

1
CA
,

cP0;

(C1)

where q0, c, g, and Pr are, respectively, the density, specific

heat ratio, dynamic density, and Prandtl number of the satu-

rating fluid, and P0 is the atmospheric pressure. The reduced

density and bulk modulus can then be evaluated by

~qðxÞ ¼ qðxÞ=SðxÞ and ~CðxÞ ¼ CðxÞSðxÞ, with SðxÞ ¼ prðxÞ2
for each value of r(x).

APPENDIX D: EQUATIONS OF THE TWO PROFILES

The equations of the two profiles considered are provided

below. Both are generated via asymmetric Gaussian functions

G ðxÞ ¼ 1ffiffiffiffiffiffi
2p
p exp �ðx=r� fÞ2

2

� �
1þ erf a

x=r� fffiffiffi
2
p

� �� �
;

(D1)

with erfðxÞ being the error function and r, f, and a being the

constant values.
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The period d is 2 cm in the first case and the profile is

rðxÞ ¼ a� 0:9a
G ðxÞ

max G ðxÞð Þ ; (D2)

with a¼ 40, f ¼ 0:1, and r ¼ 5� 10�3, and maxðf ðxÞÞ is

the maximum value of f(x), x 2 ½0; d�. The period d is 6 cm

in the second case and the profile is

rðxÞ ¼ a� 0:5a
G ðxÞ

max G ðxÞð Þ � 0:2a
G †ðxÞ

max G †ðxÞ
� � ; (D3)

with a ¼ a† ¼ 40; f ¼ 0:1, and r ¼ 5� 10�3, and f† ¼ 0:2,

and r† ¼ 5� 10�2.

APPENDIX E: NUMERICAL EVALUATION
OF THE EFFECTIVE PROPERTIES

Let us assume that the state vectors at both sides of the

unit-cell of length d are linked by the total transfer matrix

Ttot. The effective properties can be numerically evaluated

via

An ¼ logm Ttotð Þ=d

¼ ix
va

n qn

Cn �va
n

" #

¼ 1ffiffiffi
2
p Zþn �Z�n

1 1

" #
ikn 0

0 �ikn

" #
1ffiffiffi
2
p

1=Zþn �1

1=Z�n 1

" #
:

(E1)

The impedances Z6
n and wavenumber kn can simply be cal-

culated from the diagonalization of Ae. This procedure turns

out to be a numerical version of the procedure derived in
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