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Foreword

This manuscript attempts to give an overview of my research activities since the beginning of my PhD in 2002.

The first part of the document describes the major scientific achievements. I have tried to present these achievements in three brief chapters, the redaction of which depends on the maturity of the corresponding activities. This brevity is now recommended by most of the French Universities. The first chapter, composed of two sections, gathers activities related to gratings and metasurfaces, including results of my PhD thesis on the modeling and analysis of the elastic wave propagation arising from an earthquake in a city. The design of metaporous and metaporelastic materials still represents a large percentage of my current activities. These materials are at the origin of the creation of the Metacoustic company. The second chapter, composed of three sections, gives an overview of activities related to periodic and macroscopically inhomogeneous bulk materials. Works and challenges regarding graded porous and poroelastic materials, resonant sonic crystals and metamaterials (metasurfaces) based on slow sound propagation are presented. This chapter is strongly related to the first one, because every material and structure is bounded in practice and therefore only a small number of configurations can be understood and analyzed as bulk materials. The design of deep-sub-wavelength sound absorbers/insulators represents a large percentage of my activities these last years. The third chapter, composed of two sections, presents activities on the experimental characterization of porous and poroelastic materials and periodic structures as well as the experimental recovery of complex wavenumber/frequency dispersion relations. This last section is in my opinion of particular interest for future characterization of structured materials and metamaterials in various domains of physics, not only for audible acoustics. This part ends with a conclusion and future perspectives. Additional scientific achievements which do not represent a major part of my activities are presented in the appendix. The provided activity list may still not be exhaustive and I might have omitted some important achievements for others.

The second part of the document contains a scientific curriculum vitae, in the form that is usually used for the evaluation of researchers by the «Comité National de la Recherche Scientifique» (CoNRS section 9). It gathers a regular CV, an overview of my academic and teaching duties, and a list of publications.

The third part of the document contains a selection of publications that I consider representative of my work, organized in accordance with the first part of the present manuscript. Please
note that all my published peer-reviewed articles are available following the links provided in chapter 5 of the *.pdf version of this document or in my personal webpage.

This manuscript, in particularly the first part, has largely benefited from collaborations, the list of which may be long but, without being exhaustive, I would like to mention the colleagues from LAUM, LMA, KU Leuven, Univ. of Sheffield, Univ. of Salford, Univ. of Eastern Finland, and Univ. Politècnica de València. I apologize in advance for not having mentioned some colleagues.
Part I

Presentation of the main scientific results
Chapter 1

Gratings and (meta)surfaces

This chapter gathers a large percentage of my research activities and focuses on diffraction gratings. These gratings take the form of periodic arrangement of rectangular blocks in contact with a soft layer over a hard half-space, of possibly resonant inclusions embedded in soft layer also in contact with a half-space, or of a combination of these two configurations. Whilst the former may mimic cities excited by an earthquake, the latter were essentially studied for sound absorption purpose. Both applications make use of similar physical features and it is worth noticing here, that the first application was probably the premise of the current seismic metamaterials [1].

1.1 Geophysical application: the site-city effect

The Michoacan earthquake that struck Mexico City in 1985 presented some particular characteristics which have since been encountered at various other locations and again recently in Mexico City, but at a lower level of intensity. Other than the fact that the response in downtown Mexico varied considerably in a spatial sense [2], was quite intense and of very long duration at certain locations (as much as \(\approx 3 \text{ min} [3]\)), and often took the form of a quasi-monochromatic signal with beatings, a remarkable feature of this earthquake [4, 5] was that such strong motion could be caused by a seismic source located so far from the city. The epicenter was effectively located in the subduction zone off the Pacific coast, approximately 350 km from Mexico City. Despite finer and finer models of the geophysical site, these observations could not find satisfactory explanations [6]. It is now recognized [5] that the characteristics of the abnormal response recorded in downtown Mexico were partially present in the waves entering into the city (notably 60 km from the city [4]) after having accomplished their trip from the source. This is thought to be due to the excitation of Love and generalized-Rayleigh modes by the irregularities of the crust (regional path effect). A still controversial aspect [7, 8, 9, 10] is the influence of the presence of the built features of the urban site as a complementary explanation of the abnormal response: the site-city effect. A building or a group of buildings over a hard half-space, solicited by an SH wave, has been shown to modify the seismic waves on the ground near the building [11] (soil-structure interaction), the modification being larger when more buildings are accounted for because of multiple interaction [12]: that is, the structure-soil-structure interaction.

The response of a soft elastic layer, mimicking the sediment basin over which cities are often
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built, over a hard half-space were studied for both SH \[13, 14\] and PSV polarizations \[15\]. The presence of a building or a group of buildings was then simulated for both polarizations by modeling them as rectangular blocks in perfect contact with the ground. This model was then extended in the case of periodic arrangement of identical rectangular blocks, mimicking the response of a contemporary city \[16\]. Similar results were obtained for both polarizations and therefore only results for the SH polarization will be presented for clarity of the explanations. This polarization is also known to be the most destructive one for built structures during an earthquake.

Note that all simulations were performed by considering viscoelastic media with constant quality factors. In particular, semi-analytical calculations were run by employing the Kjartansson formula \[17\].

1.1.1 Site and regional effects: the excitation of Love mode

As a preambule to this subsection, it is worth noting that site effects, which are the response of the ground in the absence of built structure, are usually studied in geophysics when the site is excited by a normal incident plane wave. The main achievement concerning the study of site and regional effects yields in the study of the excitation of Love mode.

Typical dispersion curve of the lowest frequency Love mode is depicted in Fig. 1.1 (a). The tangential component of the corresponding wavenumber $k_1^\star$ yields in the absence of losses in $[k^{[0]}, k^{[1]}]$, where $k^{[0]}$ and $k^{[1]}$ are respectively the wavenumbers of the material occupying the hard half-space and the soft layer. In the presence of losses, the dispersion curve is only slightly modified. This means that such a mode cannot be excited by an incident plane wave at an angle $\theta_i$ arising from the hard half-space. Effectively, the wavenumber tangential component reads as $k_1^i = k^{[0]} \cos(\theta^i)$, i.e., $\parallel k_1^i \parallel \leq k^{[0]}$ in this case, which does not yield in $[k^{[0]}, k^{[1]}]$. This implies that:

- the so-called quarter-wavelength modes of a soft layer lying on a hard half-space are not modes of the configuration, because they do not satisfy the dispersion relation. It is rather an interference phenomenon of waves in the layer associated with leaky modes.

- the real modes of the configuration, namely the Love modes, cannot be excited by a plane incident wave, but rather by line or point sources. The excitation is performed by coupling the evanescent waves radiated by these types of source with the modes. The Love modes effectively correspond to propagative waves in the layer and evanescent ones in the half-space. Therefore, beyond the excitation problems, the elastic energy is trapped inside the layer. The excitation of the Love mode also leads to longer duration and larger amplitude of the displacement on the ground, see Fig. 1.1 (b-c). The excitation of such modes is characterized by wave packets propagating in the layer as depicted in Fig. 1.1 (d).

As a consequence, the study of site effects (and therefore of regional effects) may not be always conducted by soliciting the sites by plane incident waves, but rather by a point or line sources. This was particularly noticeable during the Michoacan earthquake, where the epicenter was located far from Mexico City ($\approx 350$ km). This implies that most of the specific features of this earthquake were present at the entrance of the elastic wave in the sedimentary basin of
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Mexico City. This also implies that the simulated response of a built structure may not be always accurate, because it is usually solicited by a plane incident wave instead of a mode. The resonance frequency of the subsoil, which occurs at the inflection point of the dispersion curve in Fig. 1.1 (a), is also slightly smaller than the so-called quarter-wavelength resonance of the layer. Both amplitude of the motion and its duration may be much larger than it is commonly simulated.

Figure 1.1: (a) Dispersion relation (complex wavenumber/frequency) of the lowest frequency Love mode in a soft layer over a hard half-space mimicking the subsoil of Mexico City (red curve), dispersion relation of the SH wave in the layer (blue curve), and dispersion relation of the SH wave in the hard half-space (black curve). (b) Transfer function of the displacement on the ground when excited by a shallow line source (red curve) and a deep line source close from a normal incidence excitation (green curve). (c) Response to a Ricker like wavelet centered at 0.3 Hz on the ground. (d) Snapshot of the displacement field at 75 s, when the configuration is excited by a shallow line source.

Finally, it is worth noting that the leakage of the Love mode is physically different from the one associated with the so-called quarter-wavelength mode. The present Love mode leakage is due to viscoelastic properties of the layer.
1.1.2 The soil-structure and structure-soil-structure interactions

When a structure is built on the ground, the soil-structure interaction occurs. It is worth noting here, that a built structure is usually designed to possess a first resonant frequency higher than the lowest resonant frequency of the subsoil it is built on. In the presence of a layer, the soil-structure interaction takes the form of both a shift at lower frequency and an increase of the amplitude of the first peak of the layer when excited by a deep line source, as depicted in Fig. 1.2 (a-c). In practice, a built structure, modeled in the present case as a rectangular block, acts as an induced source located at the surface. This induced source radiates evanescent waves in the subsoil which can be coupled with the Love modes, see the typical structure of the wave field in Fig. 1.2 (c). Therefore, the so-called soil-structure interaction is the local excitation of the lowest frequency Love mode by the structure itself. This implies that the presence of built structure induces the excitation of Love modes. Therefore, the excitation of the built structure is not achieved by a plane incident wave anymore, but rather by a Love mode and the mutual interaction between built structures (structure-soil-structure interaction) is performed through Love modes, possibly taking the form of coupled modes.

1.1.3 The site-city effect

While the effect of a finite size assembly of blocks may lead to the excitation of collective modes which strongly resemble Fabry Perot interferences (Fig. 1.2 (f)), the effect of a city was studied by considering a periodic arrangement of identical blocks. In the absence of the soft layer, the problem reads formally as the one of the diffraction of a TE or a TM electromagnetic wave by a perfectly conducting grating. When the wavelength of the impinging plane wave \( \lambda \) is a multiple of the grating period \( d \), i.e., \( \lambda = nd \), \( n \in \mathbb{Z} \), the acoustic energy is spread along the grating and no energy is reflected back to the half-space by the grating anymore. The energy is perfectly absorbed by the structure and located along its surface. This phenomenon, known as the Wood anomaly, was first observed by Wood [18] and explained by Cutler [19] in optics/electromagnetism. In the presence of a soft layer below the grating, we showed that the Love modes are excited discretely by the Block waves in a similar way as the Wood anomaly. This excitation leads to sharp peak of the frequency domain response, therefore leading to a larger amplitude and a longer duration of the excitation which may present beatings, see Fig. 1.2 (e). The presence of built structures was therefore found to be partially responsible of the destructive effects of the Michoacan earthquake in Mexico City as depicted in Fig. 1.2 (d-f).

This first application of diffraction grating shows that the presence of surface irregularities may lead to energy entrapment inside the layer. This energy entrapment may be disastrous in case of an earthquake striking a city or may be desired to design absorbing structures. On one hand, when the resonance frequency of a built structure is lower than the one of the substrate, the built structure resonates and traps the energy. On the other hand, when the resonance frequency of the substrate is lower than the one of the built structures, the soft layer resonates and traps the energy. In particular, it can be shown that the exact physical/mathematical acoustic counterpart of the previous grating configuration is a rigid diffraction grating composed of periodic arrangement of quarter-wavelength resonators covered by a rigid frame porous layer radiating in air [20, 21]. This means that basic rules in structural engineering may directly be translated to the design of sound absorbing structures.
1.2 Acoustic application: metaporous and metaporoelastic materials

The ability to perfectly absorb an incoming wave field by a sub-wavelength structure is advantageous for several applications in wave physics as energy conversion \[22\], time reversal technology \[23\], coherent perfect absorbers \[24\], or sound-proofing \[25\] among others. The solution to this challenge requires to solve a complex problem: reducing the geometric dimensions of the structure while increasing the density of states at low frequencies and finding the good conditions to match the impedance with the background medium.

Until now, sound absorption has been mostly achieved by using porous materials or microporous materials \[26\]. These materials attenuate sound waves through viscothermal losses arising from the interaction of the sound wave with the usually motionless skeleton. Through-
out the manuscript, porous material will refer to motionless skeleton material, while poroelastic material will refer to material with deformable frame. Perfect absorption requires impedance matching with the surrounding medium. This condition may be realized thanks to the critical coupling condition, which relies on the analysis of the scattering matrix eigenvalues, i.e. the reflection coefficient for rigidly backed structures, in the complex frequency plane [27]. This analysis provides the balance between the energy leakage of the system and the dissipated energy. When these two energies exactly counterbalance, the critical coupling condition is fulfilled and perfect absorption is achieved [28, 29].

The present section is organized as follows. First, the limitation of regular acoustic porous materials will be assessed. Then, metaporous and metaporoelastic materials will be presented. These materials represent an efficient alternative to purely porous/poroelastic materials in the inertial regime, in the sense that they provide broadband perfect absorption of incident waves, the wavelengths of which are smaller than 10 times the thickness of the materials.

1.2.1 Usual absorption by rigid frame porous layers

Acoustic wave propagation in rigid frame porous materials is usually modeled through semi-phenomenological fluid models [30, 31]. These equivalent fluid models rely on complex and frequency dependent equivalent density and compressibility, which respectively accounts for the viscous and thermal losses [32]. Different regimes might be considered and of particular interest are the viscous and inertial regimes, which are only related to the viscous losses. These two regimes are separated in frequency from one another by the Biot frequency, \(2\pi f_B = \sigma \phi / \rho_0 \alpha_\infty\), where \(\sigma\) is the flow resistivity, \(\phi\) is the porosity, \(\alpha_\infty\) is the tortuosity, and \(\rho_0\) is the density of the saturating fluid. Below this frequency, the density is mainly imaginary and the pressure field satisfies a diffusion equation, while above this frequency, the density is mainly real and the pressure field satisfies a Helmholtz equation with losses. The lowest frequency absorption peak of a rigidly backed porous layer corresponds to the so-called quarter-wavelength resonance. By first order Taylor expanding the numerator of the reflection coefficient of a rigid frame porous plate rigidly backed around this frequency, we end with an optimal length which reads as \(L_{\text{opt}} = iZ_0 / \omega \rho_{\text{eff}} + \pi c_{\text{eff}} / 2 \omega\), where \(Z_0\) is the characteristic impedance of the air medium, and \(\rho_{\text{eff}}\) and \(c_{\text{eff}}\) are respectively the effective density and sound speed of the rigid frame porous material. Therefore, it imposes a purely complex value of the effective density and a purely real value of the effective sound speed. In other words, this can only be achieved for a frequency which is slightly above the Biot frequency. Therefore, this results in two limitations: (1) rigidly backed porous materials could only absorb sound for wavelength smaller than 4 times their thickness, and (2) rigidly backed porous materials could only perfectly absorb sound for frequencies larger than the so-called quarter wavelength resonance when the latter corresponds to the Biot frequency. Below this frequency, attenuation is too large, while above this frequency, attenuation is too poor. Therefore, bulky and heavy structures are required to absorb sound at low frequency and very low frequency cannot be absorbed by homogeneous porous materials.

1.2.2 Metaporous and metaporoelastic layers

An efficient way of designing broadband and thin sound absorbing materials is to combine viscothermal losses arising from porous materials with periodic resonant elements. The role of the former is to attenuate sound, while the role of the latter is to trap the sound energy inside the
structures at frequency much lower than the quarter-wavelength resonance one as well as to modify/tune the system attenuation. The periodic embedment of rigid inclusions in a porous plate, the first absorption peak of which is not unity in the inertial regime, leads to an enhancement of the absorption of the structure at low frequency, see Fig. 1.3(a). This enhancement is due to the excitation of a trapped mode, which traps the acoustic energy between the inclusion set and the rigid backing, Fig. 1.3(b). For a given filling fraction and position of the inclusions, the energy leakage of the structure can be exactly compensated by the intrinsic losses and a perfect absorption peak is reached for frequency much lower than the so-called quarter wavelength frequency of the homogeneous porous layer \[33, 34\]. The Bragg interference arising from the interaction of the inclusions with their image with respect to the rigid backing unfortunately leads to a large reflection of the structure and therefore a lower absorption, as depicted Fig. 1.3(a). At higher frequencies, the absorption might be enhanced at the resonance frequencies of the porous plate, which are discretely excited thanks to the periodicity. These modified modes of the plate correspond to Wood anomaly in the presence of the porous plate, Fig. 1.3(a). Note that the required filling fraction for perfect absorption is larger for three dimensional inclusions than for two dimensional ones. This implies that perfect absorption might be impossible to achieve for some porous materials by employing some three dimensional inclusion shapes, typically sphere inclusions arranged on a cubic lattice. The absorption can be further enhanced at low frequencies by embedding resonant inclusions, like split ring resonators \[35\] or Helmholtz resonators \[36\]. At their resonance frequency, the acoustic energy is trapped in the resonant inclusions and attenuated by viscothermal losses. Split ring resonators (Helmholtz resonators as well but to a lower extend) can be coupled with the rigid backing. Therefore, broadband absorption can be achieved by considering a supercell composed of various split ring resonators with different slit orientations. It is worth noting here, that perfect absorption can only be achieved when the resonance of the inclusion lies in the inertial regime of the porous matrix, Fig. 1.3(c-d). When it lies in the viscous regime, absorption peaks are usually noticed but cannot be unity either because the acoustic energy cannot travel to the resonators, as depicted Fig. 1.3(e-f) in the case of completely embedded Helmholtz resonators, or because the resonator can hardly resonate when filled with a porous materials in the viscous regime.

Whilst the effect of the Bragg frequency may be erased by adjusting the resonance of resonant inclusions at this frequency, it can be more efficient to structure the rigid backing by adding quarter wavelength resonators or Helmholtz resonators \[37, 38\]. Therefore, the embedded resonant inclusions leads to perfect absorption at low frequencies while the structured rigid backing avoids the Bragg interference associated absorption loss at higher frequencies in optimized structures. Such metaporous materials possess enhanced acoustic properties to drastically reduce treatment thickness.

Accounting for the possible motion of the skeleton paves the way to remove the limitation of the metaporous materials to the inertial regime. Beyond the apparent rigidification of the poroelastic structure by the embedment of purely elastic inclusions, elastic resonators usually resonate at lower frequencies than acoustic ones and can therefore be efficiently designed for low frequency absorption purpose. For example, a preliminary study \[39\] has shown that the periodic embedment of viscoelastic shells in a poroelastic layer enables the enhancement of the poroelastic plate absorption coefficient thanks to the excitation of the trapped mode, the volume mode of the shell, but also the higher order modes of the shell which occur at much lower frequency than the Biot frequency. If optimally excited, elastic resonances may offer new
possibilities for the design of sub-wavelength metaporoeastic materials, both for the acoustic and elastic energy mitigation.

Figure 1.3: (a) Absorption coefficient of a 2 cm-thick porous layer of Fireflex without inclusion (blue curve) and with 2 cm periodic circular inclusions of radius 7.5 mm embedded in (red curve); (b) snapshot of the pressure field at the perfect absorption frequency; (c) Absorption coefficient of a 2 cm-thick melamine layer without inclusion (blue curve), with 4.2 cm periodic supercell composed of two split-ring resonators the opening of which being in opposite directions embedded in (red curve), and experimental validation (o); (d) Sample picture; (e) Absorption coefficient of a 2 cm-thick melamine layer without inclusion (blue curve), with 2.1 cm periodic Helmholtz resonators embedded in (red curve), and experimental validation (o); (f) Sample picture.

This first chapter focuses on gratings and metasurfaces and makes the connections between metasurfaces encountered in different applications. In particular, the design of metaphorous and metaporoeastic layers was part of my research project when I was recruited by the CNRS.
1.2 Acoustic application: metaporous and metaporoelastic materials

Metaporous layers were patented and these solutions are now proposed by Metacoustic, which was created by one of my previous PhD student, C. Lagarrigue. It is worth noting here, that he also received numerous awards for his work on this topic, among which the «Yves Roccard» prize in 2014 from the French Acoustical Society that rewards the best French PhD in acoustics.
Chapter 2

Periodic and macroscopically inhomogeneous bulk materials and their limitations

This chapter gathers activities related to the modeling of acoustic wave propagation in bulk materials. Even if bulk materials are necessary of finite depth or lengths in practice, the study of acoustic wave propagation in bulk materials is of particular physical interest, because it enables to exhibit material intrinsic physical features. In the last section of this chapter, we will clearly show the practical limitations of bulk materials. In particular, accounting for the finite size to design deep-subwavelength structures based on slow sound propagation (presented in section 2.3) has represented a large percentage of my activities during these last years.

2.1 Macroscopically inhomogeneous (graded) porous materials

While the acoustic wave propagation in macroscopically homogeneous porous (rigid frame) or poroelastic materials has been extensively studied since the seminal works of Biot [40, 41], the propagation in macroscopically inhomogeneous porous or poroelastic materials has only been studied recently. Contrary to metaporous or metaporoelastic materials, macroscopically inhomogeneous poroelastic materials are materials the macroscopic properties of which depend on the spatial coordinates. These macroscopic properties are porosity, tortuosity, viscous and thermal characteristic lengths, flow and thermal resistivities (or alternatively viscous and thermal permeabilities) for rigid frame porous materials plus Young’s modulus, Poisson ratio and loss factor for poroelastic materials. The macroscopic variation of these parameters assumes that the spatial variation occurs at a much larger scale than the representative elementary volume. This mainly offers the possibility to design graded poroelastic materials with enhanced acoustic properties, avoiding reflections from interfaces in layer system and matching the surrounding medium impedance.

Several formulations of the Biot theory are available, the assumptions and validity of which are usually misunderstood. In particular, the initial formulation of the Biot theory [40], which is commonly used by the acoustic community, is only suitable for homogeneous isotropic materials, while the alternative formulation [41], which is commonly used by the geophysics community, is able to cope with inhomogeneous anisotropic materials. Therefore, the wave equation describing the acoustic wave propagation in macroscopically inhomogeneous poroelastic materials was
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derived from this alternative formulation. This equation was solved for both graded porous and
poroelastic plates along their depths [42,43]. Unfortunately, despite the availability of numerical
solutions and means of optimization for the parameter profiles, this research topic is still limited
because, to the author knowledge, none of the current acoustic foam manufacturing procedure is
sufficiently robust to manufacture precisely graded porous materials with the desired parameter
profiles, even though some attempts were successful [44,45]. The development and lowering
cost of rapid manufacture techniques offers new possibilities. In addition, while the need for
parameter profile characterization is of practical interest, every acoustic foams being slightly
graded in practice because of the manufacturing process, the required data frequency range to
efficiently reconstruct these profiles is very large and makes the inversion procedure developed
till now inefficient in practice. Nevertheless, macroscopically inhomogeneous porous material
was used to simulate accurately the acoustic response of a blackhole with homogeneous porous
core [46]. The radial property gradient material impedance matching the outer and inner
impedances was realized by varying radii and distances of equispaced rigid cylinders arranged
over each circumference from the outer layer to the inner one.

2.2 Resonant sonic crystals

Acoustic wave propagation in infinite periodic arrangement of scatterers in fluid matrix (sonic
crystals) has been extensively studied these last decades because of their peculiar dispersions,
notably the presence of band gaps opened either thanks to the periodicity (Bragg interference)
[47,48,49,50] or to resonances (usually occurring at low frequency) [51]. This type of structures
is particularly innovative to replace current sound barriers [52], because they can be optically
transparent, enable or disable the passage of animals, etc.

A design of a natural sonic crystal was proposed by making use of bamboo rods arranged on
a triangular lattice, see Fig. 2.1(b). The triangular lattice was preferred to the square one
because it enables broader band gap for almost circular cylindrical scatterers. The discrepancies
in shape and radius inherent to natural bamboo rods were not found to highly affect the trans-
mision coefficient trough finite depth structures around the first Bragg band gap. Helmholtz
resonators were then added by drilling holes between each node of the bamboo rods. The open
band gap was found at very low frequency for wavelength approximately 13 times larger than
the lattice period, the discrepancies in the resonator dimensions being small compared to the
wavelength at their resonances, see Fig. 2.1(a-b). Broadening the band gaps was attempted by
making use of resonance gradient along the depth of the sonic crystal by lengthening the neck
of the Helmholtz resonators or lowering the resonators volume, but failed because of a lack of
cumulative effect of resonances in our case. Helmholtz resonators were also found to be very
difficult to couple.

Shape and lattice geometries both influence the band gap opening and its frequency width, the
optimum being reached when both coincides for simple geometries [53], i.e. triangular scatterers
arranged on a triangular lattice, square scatterers on a square lattice, etc. Square scatterers
arranged over a square lattice also offers the possibility of tuning the band gap by modifying the
orientation of the scatterers inside the lattice, i.e. by rotating the scatterers around their axis
[54]. In particular, complete band gaps are opened when the scatterers are rotated of an angle of
π/4 with respect to the lattice directions, while the structure possesses band gap only along the
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ΓX direction when the scatterers are aligned with the lattice. Waveguides were designed and experimentally validated by modifying the orientations of some scatterers along a path when the surrounding ones were oriented at $\pi/4$ with respect to the lattice. Moreover, the pass band frequency of the waveguide depending on the orientation of the scatterers, a spatial selective filter was designed in the audible frequency range by measuring the transmission coefficient in a sonic crystals possessing different waveguides each of them being composed of scatterers with slightly different orientations [55]. Therefore, transmission bands are opened inside the band gap at specific location behind the crystal.

![Graph showing transmission coefficient and bandgap](image)

**Figure 2.1:** (a) Transmission coefficient (amplitude) of a resonant sonic crystal constituted of bamboo rods arranged along a triangular lattice incorporating Helmholtz resonators; (b) Picture of the crystal; (c) Transmission coefficient of a tunable resonant sonic crystal composed of square scatterers incorporating quarter-wavelength resonators. The insets show the pressure field at specific frequencies and the unit cell composed of 4 scatterers is sketched; (d) Picture of the tunable resonant sonic crystal.

The tunability of the latter sonic crystal was further enhanced by adding resonators. Quarter-wavelength resonators were added by periodically drilling identical circular boreholes on one face of the square scatterers. The sonic crystal becomes three-dimensional (Fig. 2.1 (c)), but only the propagation in the plane perpendicular to the scatterers axis was studied. The possible rotation of the scatterers around their axis enables to study the coupling between the resonators and different configurations were studied depending on the number of resonators facing one an-
other: any of them, two of them or four of them. In case of one or two resonators facing one another, the symmetry of the structure is broken and the study of the dispersion relation along the $\Gamma X M \Gamma$ path is not sufficient anymore in the plan. Of particular interest is the configuration with four facing resonators, as depicted in the sketch of Fig. 2.1 (d). Multiple coupled modes are excited, opening propagative and therefore forbidden gaps, see Fig. 2.1 (d). The viscothermal losses cannot be avoided, mainly because of the presence of the quarter-wavelength resonators, and the flattest propagative bands (corresponding to slow sound propagation) are highly attenuated in practice. A resonant sonic crystal possessing a band gap covering two and a half octaves (from 590 Hz to 3220 Hz) with transmission lower than 3% was also designed [56].

The losses in sonic crystals are effectively one of the drawback of their usual description, because they can hardly be accounted for. Viscothermal losses cannot be accounted for in the Plane Wave Expansion [57], because density and bulk modulus are usually frequency dependent. They might be accounted for through the Extended Plane Wave Expansion [58], but still the inherent problem of the necessary identical type of material that compose the matrix and the scatterers is not solved. Probably, the best way to solve this problem relies in the Multiple Scattering Theory [59]. This was particularly pointed out when solving the full viscothermal problem of the scattering of the acoustic wave by periodic circular rods in air [60]. Another disadvantage of the description of sonic crystals as bulk materials, is that in practice they are of finite depth. Therefore, impedance of the structure is required, angle of propagation in the crystal when excited by an oblique incident plane wave is usually unknown, symmetry problems leading to deaf modes arise [61], and Wood anomaly are noticed. Nevertheless, we can make use of Wood anomaly together with viscothermal losses of the matrix material to design perfect absorbers. A finite depth sonic crystal composed of a periodic arrangement of rigid circular scatterers along a square lattice in a porous matrix was studied in [62]. The structure possesses similar behavior as a sonic crystal in the absence of losses, with very low transmission inside frequency ranges which can be associated with band gaps, but also very low transmission inbetween because of the losses in the porous material. Of particular interest is the second band gap when a square lattice is considered, the central frequency of which fits the one of the first Wood anomaly at normal incidence. Therefore, the transmission of this finite depth structure almost vanishes as well as its reflection coefficient leading to perfect absorption. This is particularly important in case of perfect absorption in transmission problems. Note, this is encountered for every finite depth periodic sonic crystal with square lattice, even in the absence of viscothermal losses.

Other properties than band gaps arise from the dispersion relation of acoustic waves in this type of structures, for example negative refraction which was shown in the audible frequency range with the help of another square rod scatterer sonic crystal [63]. Another quite interesting property of dispersion relation in periodic structures in air is slow sound, which occurs in propagative bands when the slope of the bulk wavenumber is lower than the one of the bulk wavenumber in air.

2.3 Slow sound propagation: design of deep-subwavelength absorbers and other application

Slow sound propagation is currently a growing topic in acoustics because of the direct analogy with electromagnetic induced transparency. This phenomenon appears when an opaque medium
exhibits enhanced transmission in a narrow frequency windows along with strong dispersion. This rapid change in transmission leads to strong dispersion giving rise to slow phase velocity or group velocity waves whose frequency is centered on the narrow transmission band \[64\]. In acoustics, most of theoretical and experimental evidences of slow sound have been achieved by considering sound propagation in pipes with a series of detuned resonators (mostly Helmholtz resonators) separated by a sub-wavelength distance \[65\], tuned or detuned resonators separated by half of the wavelength giving rise to a coupling between the resonators and the Bragg bandgap \[66\], in a waveguided sonic crystals \[67\], in lined ducts \[68\], etc. Only a few studies have been focusing on the dissipation (dispersion and attenuation) of slow sound propagation \[69\], \[70\], even if it has been sometimes noticed or discussed. Dissipation was considered as a side effect of an unexpected adverse reaction. The key point of this section is to make use of slow sound propagation, which appears for a broadband frequency range below the bandgap associated with resonators resonance, or in a narrow frequency band between the bandgaps associated with detuned resonator resonance (induced transparency band), together with the associated dissipation (attenuation + dispersion) to design a sound absorbing metamaterial.

First the dispersion relation in a duct loaded by identical \[71\] or detuned \[72\] quarter-wavelength or Helmholtz \[73\] resonators was studied. The viscothermal losses were accounted for in the resonators and in the duct by making use of the appropriate complex and frequency dependent effective densities and compressibilities \[74\]. From a description based on locally reacting impedance condition mimicking the loading by the resonators, the effective parameters were derived. The analysis shows that the sound wave propagating in the loaded duct possesses the specific features of slow sound, in the induced transparency band, but also at low frequency. While the sound speed is necessarily dispersive in the induced transparency band, it possesses a plateau at low frequency. As expected from \[75\], the real part of the effective bulk modulus becomes negative inside the band gap due to the resonance of the loading resonators. Note that the presence of the losses induces a small amount of propagation in the band gap. Therefore, the use of the term «band gap» might be abusive. Note that the decrease of sound speed is as well associated with an increase of the attenuation. Very low sound speed wave also cannot propagate over a large distance in acoustics. This specific type of propagation allows to design sub-wavelength resonators.

In case of rigidly backed structures, these resonators can be quarter-wavelength ones, e.g. Fig. 2.2 (a-b). When periodically arranged, they form a metasurfaces, the resonance of which appears for wavelength much larger than the impinging wave one. Note that the sub-wavelength resonance of these quarter-wavelength resonators is only due to a drastic reduction of the sound speed inside the loaded ducts and not to coiling effect \[76\]. This metastructure can be critically coupled to the exterior medium by tuning the geometry of the structures. When this condition is fulfilled, the perfect absorption is obtained because the attenuation of the structure exactly compensate its leakage and the zero of the scattering matrix \(R\) in this case) exactly lies on the real frequency axis, see Fig. 2.2 (c). Several structures were designed by using this technique, the absorption band of some being broaden by using detuned sub-wavelength resonators in the unit cell and the absorption of others being deeply sub-wavelength \[73\], i.e. \(\lambda = 88L\), see Fig. 2.2 (a-d). All these structures were validated experimentally. It was found in practice that the limiting parameters in low frequency is the manufacturing of the sample by stereolithography, the structure being not acoustically rigid anymore when very thin.
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In case of open structures, these resonators are Fabry-Perot ones. When resonators of this type are periodically arranged, the problem of perfect absorption by sub-wavelength structure in transmission problem was tackled. When transmission is allowed, perfect absorption requires both symmetric and antisymmetric problems to be critically coupled; i.e. both zeros of the eigenvalue of the scattering matrix must vanish at the same frequency. In the absence of loading resonators, the zero and pole structure of these two problems are staggered in frequency. Therefore, the perfect absorption cannot be achieved. When identical resonators are plugged on periodically arranged slits and effective parameters are used, the structure possesses an infinite number of zeros and poles for both problems, which are stretch below the band gap due to the loading resonator resonance. An accumulation point can be observed and perfect absorption can theoretically be achieved. However, this perfect absorption cannot be reached in practice because the effective parameter description implies an infinite number of resonators, while this number is necessarily finite in depth. The total number of zeros and poles in the complex frequency domain equals the number of resonators and the accumulation point could not exist anymore. This problem can also be solved by accounting for the finite number of resonators, through the Transfer Matrix Method for example. Nevertheless, nearly perfect absorption structure can be designed [77]. This constitutes one of the main drawback of effective parameter description and therefore of bulk material description in practice. This limitation is particularly true for medium involving resonant elements. Nevertheless, the problem of perfect absorption in transmission problems can be solved by employing similar techniques inspired by slow sound propagation. Instead of designing a structure composed of degenerate resonators [78], rainbow trapping absorbers were designed [79]. The idea consists in breaking the symmetry of the structure by detuning the loading resonators, see Fig. 2.3 (a).

Figure 2.2: (a) Sketch of the perfect absorber for reflection problem; (b) Picture of the perfect absorber sample; (c) Map of \( \log|R|^2 \) in the complex frequency plane; (d) Absorption coefficient calculated with different methods and measured.
panels are composed of a periodic array of varying cross-section waveguides, each of them being loaded by Helmholtz resonators with graded dimensions. The low cut-off frequency of the absorption band is fixed by the resonance frequency of the deepest Helmholtz resonator, that reduces drastically the transmission. The preceding Helmholtz resonator is designed with a slightly higher resonance frequency with a geometry that allows the impedance matching to the surrounding medium. Therefore, reflection vanishes and the structure is critically coupled. This results in perfect sound absorption at a single frequency. This process can be repeated by adding additional Helmholtz resonators to the waveguide, each of them with a higher resonance frequency than the preceding one. Zeros of both eigenvalues of the scattering matrix now lies on the real frequency axis, see Fig. 2.3 (d). These structures being asymmetric, the analysis of the scattering matrix eigenvalues is not sufficient to completely describes the acoustic behavior of the designed structure. The associated eigenvectors are additionally analyzed in the complex frequency plane to state which side of the structure is critically coupled. Using this frequency cascade effect, perfect sound absorption over almost two frequency octaves ranging from 300 to 1000 Hz for a transparent panel composed of 9 resonators with a total thickness of 11 cm, i.e., 10 times smaller than the wavelength at 300 Hz was reported, see Fig. 2.3 (a-d). In the case of a sub-wavelength asymmetric panel, we report monochromatic perfect absorption at 300 Hz for a structure whose thickness is 40 times smaller than the working wavelength.

Figure 2.3: (a) Sketch of the rainbow trapping absorber; (b) Picture of the rainbow trapping absorber sample; (c) Absorption, reflection and transmission coefficients calculated with different methods and the experimentally measured ones; (d) Map of both eigenvalues of the scattering matrix in the complex frequency plane.
Another application of this type of structures when rigidly backed is the metadiffuser, which is a diffuser of very small thickness \[ \text{[80, 81]} \]. In critical environments such as auditoria, professional broadcast and recording control rooms, recording studios or conference rooms, reflections can decrease sound quality due to echoes or cause sound coloration. Even when these specular reflections are damped by absorption, the sound field inside a room may be non-diffuse, affecting the quality of the listening. In these situations, diffusers can often help by evenly spreading the acoustic energy in both space and time. The generation of spatially dependent reflective surfaces have been achieved in the past by using phase grating diffusers, also known as Schroeder’s diffusers after its first proposal \[ \text{[82]} \] using maximum length sequences. The most used configurations are rigid-backed slotted panels where each slit acts as a quarter-wavelength resonator. Therefore the structure is not sub-wavelength and making use of slow sound propagation enable reducing the thickness of usual diffusers. By tuning the geometry of rigidly backed slotted panels, each slit being loaded by an array of Helmholtz resonators, the reflection coefficient of the panel can be tailored in space to obtain either a custom reflection phase, moderate or even perfect absorption. Using these concepts, ultra-thin diffusers were designed where the geometry of the metadiffuser has been tuned to obtain surfaces with spatially dependent reflection coefficients having uniform magnitude Fourier transforms. Various designs were realized: quadratic residue, primitive root and ternary sequence diffusers were mimicked by metadiffusers whose thickness is 1/46 to 1/20 times the design wavelength, i.e. between about a twentieth and a tenth of the thickness of traditional diffusers. A broadband metadiffuser panel of 3 cm thick was designed using optimization methods for frequencies ranging from 250Hz to 2kHz.

This chapters focuses on research activities related to bulk materials in several fields, from graded porous and poroelastic materials to deep-subwavelength sound absorbing structures. While research on graded porous and poroelastic materials was initiated immediately after my PhD defense, researches on deep-subwavelength absorbing and insulating structures were mostly conducted recently. In particular, deep-subwavelength absorbers were designed within the framework of the ANR Metaudible (ANR-13-BS09-003) project co-funded by the Fédération de Recherche pour l’Aéronautique et l’Espace (FNRAE). This project was following the research conducted on metaporous and metaporoelastic layers. Some practical limitations of the bulk descriptions were pointed out mostly due the necessary finite dimensions of real structures. Therefore, the homogenization of metasurfaces and interfaces are currently of growing importance \[ \text{[83]} \].
Acoustic characterization of materials and structures

This chapter gathers activities related to the solution of inverse problems. This activity is not strictly speaking my main subject of research but inverse problems are often solved as subproblems of global ones: material properties of constitutive elements are required to design more complex structures for example. Furthermore, the future commercialization of a growing number of acoustic metamaterials will require specific tools to characterize them. I must also confess a special interest in this field probably inherited from my PhD advisors and Post-doctoral collaborators.

3.1 Characterization of porous (rigid frame) materials

Because of their industrial and economic interests, several methods are available to characterize homogeneous porous (and poroelastic) materials. For porous materials, acoustic and non acoustic techniques must be distinguished. While non acoustic techniques provide direct measurement of specific parameters, like porosity or flow resistivity, acoustic techniques require a model of propagation to be inverted, which usually mixes all the parameters. As explained in chapter 1, acoustic wave propagation in porous materials is modeled through complex and frequency dependent effective bulk modulus and density. Several models are available but the most refined ones are semi-phenomenological. These models fit available exact solutions at low and high frequencies (of course lower than the scattering one) but are only approximated in between. Therefore, special attention must be paid to the measurement frequency range and/or we need to be aware that the inverted model is approximated and so that the reconstructed parameters will be necessarily slightly different from their exact values.

Ultrasonic measurements enable to invert high-frequency data where propagation models are accurate. At high frequencies, i.e. for frequencies much higher than the transition (viscous-inertial and isothermal-adiabatic) ones and lower than the scattering limit, effective bulk and density only depend on four parameters whatever the semi-phenomenological model usually employed: the porosity, the tortuosity and the viscous and thermal characteristic lengths. To recover acoustically these four parameters, methods are usually based on cost function minimization and/or modification of the saturating gas. Still both effective bulk modulus
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and density can be reconstructed analytically from measured reflected and transmitted fields by an homogeneous porous layer [89]. From these four informations (real and imaginary parts of both effective density and bulk modulus), the four parameters are then reconstructed analytically for each frequency. An analytical method for the reconstruction of porosity, tortuosity and viscous and thermal characteristic lengths was also proposed and tested on usual acoustic foams with accuracy. The problem was regularized thanks to data available at several frequencies [90]. However, one problem of ultrasonic measurements in air lies in the fact that only four over the five [31] or six [91] parameters describing a porous material might be reconstructed. Another one yields in the fact that ultrasonic transducers in air are expensive and usually narrow band. In addition to ultrasonic measurements, impedance tube measurements can be used. This type of measurement (4 microphones in our case) provide reflection and transmission coefficients in the audible frequency range below the cut-off frequency of the tube. Models of propagation are therefore usually approximated in this frequency range, but it corresponds to the range of efficiency and design of the common sound absorbing or insulating structures. Analytical methods are available to reconstruct viscous and thermal characteristic lengths and permeability, porosity and flow resistivity being measured by other non acoustic methods [92, 93]. This requires that porosimeter and flow meter are available in the laboratory, which is not always the case. A method based on the minimization of the difference in the least square sense between the reconstructed and modeled density and bulk modulus was developed and validated on several porous samples. The minimization was constrained to ensure that the thermal characteristic length is larger than the viscous characteristic one and that the thermal permeability is larger than the viscous one. The Johnson-Lafarge model [30, 91] depends on 6 parameters (porosity $\phi$, tortuosity $\alpha_\infty$, viscous and thermal characteristic lengths $\Lambda$ and $\Lambda'$, and viscous and thermal permeabilities $k_0$ and $k'_0$) contrary to the Johnson-Champoux one [30, 31], but makes both effective bulk modulus and density depending on only one common parameter, i.e., the porosity. This will also enable the characterization of anisotropic porous materials if the principal directions are known in the near future. This method was completed by a reconstruction procedure making use of Bayesian approach [94, 95]. Bayesian approach allows to account for a priori, to evaluate uncertainties and to detect possible correlations between reconstructed parameters. No correlation were found between the viscous and thermal characteristic lengths, while it is usually assumed the former is half (for fibrous materials) or the third (for foams) of the latter. However, viscous characteristic length was found to be correlated to the tortuosity, thermal characteristic length was found to be correlated to porosity and thermal permeability was found to be correlated to porosity for some materials. Strong correlation may be observed in Fig. 3.1 between thermal characteristic length $\Lambda'$ and porosity $\phi$ as testified by the Markov Chain Monte Carlo point alignment. These correlations were found to be mainly due to the frequency range of measurement which is limited at high frequency by the cut-off of the impedance tube. Note also that the correlation between the reconstructed parameters greatly increases when only reflection data are used. The results of both methods were found in excellent agreement with previously proposed methods [96].

One of the drawback of impedance tube measurement is its high frequency limitation by the cut-off frequency of the tube as well as its limitation at low frequency by the spacing between the microphones. The latter problem were fixed by considering several locations of measurement along the tube, the better spacing between two consecutive measurement locations having been found to be equidistant on a logarithmic scale. The former problem were solved, in square impedance tube, by using a single microphone inserted in the corner of the tube and
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mounted on a one-dimensional axis robot arm. This set-up allows to record the pressure fields at several locations along the tube length. These pressure fields are then Fourrier transformed in space. This problem possessing an analytical solution, the difference between the recorded Fourrier transform and the corresponding ansatz is minimized in the least-square sense for each frequency. The recovered parameters are the amplitude and phase of each mode in the forward and backward directions, the corresponding wavenumbers being known thanks to the simple geometry of the problem. Reflection coefficients for each mode are therefore reconstructed [97]. Note that the minimization allows to account for the interaction of several modes of propagation. This technique was in particular used to assess the modeling of sound scattering by living plants [98].

Figure 3.1: Two dimensional marginal posterior distributions of an acoustic foam sample. The dots represent a sample of the Markov Chain Monte Carlo points, and the contours surrounding them show the 50 % and 95 % condense intervals. The blue cross is the Maximum A Posteriori-estimate and the red circle is the Least Square-solution. The red curves on the bottom and left side of each plot are the one dimensional marginal posterior distributions.
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To conclude this section, it is worth noting that these techniques are also used to characterize metamaterials and metaporous materials. Effectively, below the cut-off frequency of a square impedance tube, the boundaries of the latter act as perfect mirrors. This creates a perfect periodic pattern of the sample, which is inserted in the tube \[20\]. While modes of the square impedance tube exactly match the Block ones at normal incidence, when half of the unit cell is inserted in the tube for two-dimensional cases and when a quarter of the unit cell is inserted in the tube for three-dimensional cases, results for a general unit cell inserted in the tube are usually in good agreement with its periodic counterpart, providing awareness of the symmetries.

3.2 Experimental reconstruction of complex wavenumber / frequency dispersion relation

Understanding the dispersive and dissipative properties of materials is critical to the study of wave phenomena. Extracting complex wavenumber information is important, particularly in the context of understanding wave attenuation. In addition to dispersive effects, such as the existence of band gaps, wave attenuation can be caused by factors such as geometric attenuation or intrinsic material loss (e.g. heat dissipation). In any of these cases, the wave attenuation can be interpreted in terms of complex wavenumbers. The recovery of complex wavenumbers is of particular interest for the characterization of the viscoelastic properties of materials, in systems such as thin-film \[99\], or coated plates \[100\], the study of mode interactions, i.e. hybridization or repulsion \[101, 102, 103\], or the recovery of complex band structures arising from structural periodicity or resonant elements \[101, 104, 105\]. The dispersion of waves propagating through materials is typically interpreted in the context of frequency and wavenumber domain information and obtained from discrete spatiotemporal data via discrete Fourier transforms and related methods \[106, 107, 108, 109, 110, 111\]. However, such techniques typically only supply real wavenumber information (or their magnitudes) from two-dimensional, discrete, spatiotemporal wave propagation information, such as may be obtained from scanned receiver measurements. Several methods have been proposed to characterize wave attenuation and extract complex wavenumber information \[112, 113, 114, 115, 116, 117\], but most of them were limited to a single or a small number of modes or were requiring specific set-ups.

The SLaTCoW (Spatial LAplace Transform for COmplex Wavenumber recovery) method requires usual spatio-temporal signal and enables to avoid many of the limitation of the other methods. In the frequency domain, instead of performing a spatial Fourier transform of the field, which is analyzed in the spatial coordinate dual space in terms of real wavenumber/frequency, we perform a spatial Laplace transform, which is analyzed in the spatial coordinate dual space in terms of complex wavenumber/frequency \[118\]. Depending on the problem, ansatz accounting for the geometrical spreading due to excitation \[119\] or not are used to minimize a cost function form by their difference with the measured data. Quite similarly to what was performed in the preceding section, the unknowns are the amplitude and phase of each mode, together which the corresponding real and imaginary part of the wavenumbers. This method was succesfully used for:

- the study of low frequency (200 Hz-4095 Hz) guided elastic waves in poroelastic materials, which are highly dissipative systems such that the wavenumbers associated with each mode are complex. The method is used to characterize skeleton (matrix) viscoelastic
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parameters. This paves the way for the extraction of new experimental information that enables the development of improved models of viscoelastic poroelastic materials.

- the analysis of Zero-Group Velocity (ZGV) Lamb modes at MHz frequencies (1.85 MHz - 2 MHz) in a Duralumin plate. The ZGV modes are composed of two interfering counter-propagating Lamb modes, and the method reveals mode separation due to leakage and their associated complex wavenumbers, along with motivating the need for more complex multilayer models.

- the characterization of the resonant attenuation of high frequency (10 MHz-400 MHz) surface acoustic waves (SAWs) propagating through a two-dimensional (2D) microscale granular crystal adhered to a substrate with three contact-based resonances. While hybridization due to the out-of-plane mode can be seen using a usual spatial Fourier transform [120], the two combined rotational and in-plane translational resonances are only noticeable by studying the attenuation of the modes, which is further highlighted by this method.

- the study of the influence of viscothermal losses on the propagation of spoof acoustic waves propagating over a metasurface composed of a periodic arrangement of circular boreholes. This shows the efficiency of the method to discriminate attenuation from geometrical spreading together with the large attenuation of acoustic waves in very dispersive regions, where slow sound occurs, see Fig. 3.2.

Figure 3.2: Comparison between theoretical (theo.) and experimental (exp.) results. Plotted against the normalized frequency $\omega/\omega_0$ are: (a) the real part and (c) the imaginary part of the air and SAW wavenumbers; (b) the normalized group velocity; (d) the amplitude ratio between the SAW and the air modes. Plotted against the normalized distance $x_1/l$ from the speaker are: (e)-(g) the pressure profile along the scan-line at three frequencies; (a) and (c) have the same legend as (b); (f) and (g) have the same legend as (e). The inset in (a) shows the spatial Fourier transform of the experimental pressure against the frequency and the dispersion relations retrieved from the SLaTCoW method.
Beyond the apparent simplicity of the SLaTCoW method, this method allows to avoid many of the problems inherent to other methods and appears to be an efficient tool to quantify complex wavenumber/frequency dispersion relation in various systems, involving periodic ones.

This last chapter presents activities related to the characterization of porous and structured materials. With the rapid development of metamaterials, I am convinced that new methods of characterization will be required for their standardization and commercialization. These new tools will also enrich the available procedures and therefore will lead to deep modification in the way inverse problems are tackled. This field is, in my opinion, of major importance for the commercialization of solutions based on metamaterials.
Conclusion and perspectives

This first part attempts to give an overview of my research achievements. Beside the organization in three chapters, each of them attempting to gather results having similar features, all these results recover from the same general idea of the study of mostly acoustic wave propagation in lossy, structured and periodic media. In my opinion, the two main achievements concern the design and the characterization of structures for the insulation and absorption of audible sound. In particular, metaporous and metaporoeelastic materials have already proven their efficiency to replace current acoustic foam with a large gain of thickness for enhanced acoustic properties. This type of structures might also offer structural functionalities which have until now not been investigated. Deep-sub-wavelength absorbers, metadiffusers and insulators are also of particular practical interest, but still require some developments. Beside these practical achievements, the physical understanding of the absorption, insulation, elastic wave propagation in cities as well as the coupling between resonators is of large importance for the design of various elements, from the sound absorbing panel to future urban plan of big cities. The rapid development of acoustic metamaterials will undoubtedly require some specific characterization methods and probably some new standards. All along the chapters, I have tried to explain my current understanding of the physical phenomena, potential practical applications, but also limitations of some concepts. I strongly believe that the development of rapid manufacturing techniques will help in solving many of the current difficulties. The first direct application and perspective related to this development is the design, control and manufacturing of graded porous structures which will be investigated in the framework of the ANR MACIA. The second is the design, control and manufacturing of even deeper sub-wavelength resonant elements, which can be used for insulation and absorption purpose for example, as already engaged in the ANR Metaudible (ANR-13-BS09-003). The main challenge is the combination of deep-sub-wavelength and broadband absorbers, as pointed out in [12]. A possible way to avoid the problem of causality arised by the authors is to make use of other dissipation processes as non-linear dissipation or perhaps more simply to make use of efficiently coupled mechanical resonators.

In terms of perspectives, I am currently active in:

- the use of sustainable materials to design sound absorbing structures and more generally the look out for natural acoustic metamaterials, similarly, the Morpho butterflies in optics and electromagnetism for example [122]. Some structures in acoustics and mechanics are bioinspired [123] but to my knowledge no natural acoustic metamaterial has been found
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yet. A simple example might be wheat straw, which is currently studied within the framework of the RFI Le Mans Acoustique (Région Pays de la Loire) PavNat project. Wheat straw can be arranged in the form of ball for thermal and acoustic insulation purpose. This material is therefore a periodic arrangement of hollow tubes densely packed, the acoustic behavior of which can be described under the homogenization theory as an anisotropic porous material with inner resonances [124]. Another possible natural metamaterial is based on Posidonia, the study of which is an on-going subject of collaboration with Univ. Politècnica de València (Gandia Campus).

- the design of metaporoelastic materials for acoustic, elastic and vibroacoustic energy mitigation. The skeleton motion being accounted for, the efficient coupling with Helmholtz resonators with elastic boundaries is of particular interest for example [125].

- the design of thin plates incorporating resonant periodic elements for the vibroacoustic energy mitigation, notably in the framework of the RFI Le Mans Acoustique (Région Pays de la Loire) MetaplaQ project.

- the design of thin and light materials for the insulation (and possible absorption) of sound in duct [126], notably within the framework of the ANR MACIA project.

- the physical understanding of the coupling between resonators loading ducts which is challenging in practice because of a lack of precise modeling accounting for the viscothermal losses of higher order Kirchhoff’s modes in ducts for shapes different from circular ones and slits.

- the characterization of the complex wavenumber / frequency dispersion relation of various periodic structures.

Of course this list is not exhaustive and the reader will easily understand that this exercise is complicated, this document being intended to be made public.

Beyond pure scientific perspectives, I strongly believe that the COST Action DENORMS (CA1525), which currently gathers more than 90 institutions across Europe and abroad, and which I am chairing, is a huge opportunity for acousticians and physicists working in the field of multifunctional (meta)materials in relation to audible sound to unify their efforts and encourage new collaborations based on emerging ideas.
Appendix

The previous parts report achievements in the topics of my main activity. To give a more complete overview I would also like to mention some activities related to:

- granular phononic crystals:
  Discrete lattice models to describe the phononic band structure of granular crystals have only been recently applied. These discrete models do not only apply for the long-wavelength limit, but provide elastic eigenmodes for all possible wavelengths, which can be used to predict, in particular, the frequency forbidden bands for wave propagation \[127, 128, 129\]. Elastic eigenmodes of a two-dimensional granular crystal made of circular cross-section, infinitely long cylinders distributed periodically on a square lattice, were theoretically evaluated \[103\]. Each particle possesses two translational and one rotational degrees of freedom. The interactions between the longitudinal, transversal, and rotational motions of the particles can produce a variety of possible phononic band structures. A remarkable coupling between shear and rotational waves in the lowest-frequency incorporating zero-group velocity point was revealed and a possible realization of the Dirac cones was demonstrated.

  The existence of surface elastic waves at a mechanically free surface of granular phononic crystals was studied in \[130\]. The granular phononic crystals were made of spherical particles distributed periodically on a simple cubic lattice. Rayleigh-type surface acoustic waves, where the displacement of the particles takes place in the sagittal plane while the particles possess one rotational and two translational degrees of freedom, were first analyzed. Shear-Horizontal waves, where the displacement of the particles is normal to the sagittal plane while the particles possess one translational and two rotational degrees of freedom were also studied. The existence of zero-group-velocity surface acoustic waves of Rayleigh type was theoretically predicted and interpreted.

  Finally, the existence of a localized mode in a semi-infinite monoatomic chain composed of infinitely long cylinders was demonstrated \[131\] when transversal-rotational waves are considered, while it is well known that these types of modes do not exist when longitudinal waves are considered.

- inverse problem for the characterization of photonic crystals \[132\]:
  Defaults taking the form of a modification of the optical index of some element of a finite-dimension two-dimensional photonic crystal was recovered by means of a MUSIC type algorithm. The resolution was found to be of the order of the periodicity, which can be
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quite below the usual resolution limit. During this time, I learned most of what I know
now on the Multiple Scattering Theory.

• development of Transfer Matrix Method which does not diverge [133] for large thick-
  ness and complex wavenumbers, inspired by work in the field of the characterization of
  anisotropic materials by Eddy current methods [134].

• development of Finite-Element codes for the wave propagation in viscoacoustic and vis-
  coelastic media [135, 13], incorporating Perfectly Matched Layer [136] and Ficticious
  Domains [137].
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4.1 Short Bio

Positions and responsibilities
Researcher at CNRS/Chargé de Recherche CNRS, Laboratoire d’Acoustique de l’Université du Mans (LAUM), UMR CNRS 6613, France, since Oct. 2009.
Research interest: Acoustic metamaterials and acoustic structured materials.
Chair of COST Action DENORMS (CA15125).
Elected member of Le Mans University «Commissions Consultatives d’Établissement» (CCE) 60-63 since May 2012.
Nominated INSIS (Institut des Sciences de l’ingénierie et des systèmes - CNRS) innovation representative for LAUM since 2017.

Previous responsibilities
2016 - 2012 Elected member of the LAUM council.

Past experiences (Post-doctoral fellowships)
Sept. - April 2009 Institut d’Électronique, de Microélectronique et de Nanotechnologie (IEMN)[1], Univ. Lille 1, UMR CNRS 8520, France.
March - Jan. 2009 Laboratory of Acoustics and Thermal Physics (ATF) now Laboratory for Soft Matter and Biophysics (ZMB), KULeuven, Belgium.


[1] ANR Project SUPREME.
[2] System@tic Paris-Région Competitiveness Cluster, Usine Numérique project, On-Trac sub-project (12 months), and direct funding from CEA-LIST (3 months).

Education

2005 PhD in Mechanical Engineering (with honors), Université de la Méditerranée Aix-Marseille II.
Laboratoire de Mécanique et d’Acoustique (LMA), UPR CNRS 7051.
Dissertation: Modeling of elastic waves inside a city generated by distant or nearby seismic sources.
Advisors: A. Wirgin and C. Tsogka.

2002 M.S. (with honors), major in Acoustics, Université de la Méditerranée Aix-Marseille II.

2002 Degree of Engineer (with highest honors), major in Marine Engineering, École Supérieure d’Ingénieurs de Marseille (ESIM - now École Centrale Marseille).

4.2 Activities

Expertise

Disciplines acoustics, elasticity, optics, electromagnetism
Investigation wave interaction with structured -grating, sonic & photonic crystals, and metamaterials-, continuously inhomogeneous, dissipative, poroelastic, viscoelastic, and anisotropic medium
Fields of application design of acoustic materials, seismic, characterization of industrial and biological materials, non-destructive testing
Tools semi-analytical modeling, numerical simulations and experiments both in the ultrasonic and audible frequency ranges
Code development finite-element codes[1]: 2D viscoacoustic, 2D-SH viscoelastic, 2D-PSV viscoelastic, and 2D-TM optic waves equations

[1] Codes initially developed at LMA, based on ACoust2D previously developed at LMA and on ELAST2D previously developed at INRIA.
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SUMMARY
We address the problem of the response to a seismic wave of an urban site consisting of $N_b$ blocks overlying a soft layer underlain by a hard substratum. The results of a theoretical analysis, appealing to a space–frequency mode-matching (MM) technique, are compared to those obtained by a space–time finite-element (FE) technique. The two methods are shown to give rise to the same prediction of the seismic response for $N_b = 1, 2$ and 40 blocks. The mechanism of the interaction between blocks and the ground, as well as that of the mutual interaction between blocks, are studied. It is shown, in the first part of this paper, that the presence of a small number of blocks modifies the seismic disturbance in a manner which evokes qualitatively, but not quantitatively, what was observed during the 1985 Michoacan earthquake in Mexico City. Anomalous earthquake response at a much greater level, in terms of duration, peak and cumulative amplitude of motion, is shown, by a theoretical and numerical analysis in the second part of this paper, to be induced by the presence of a large ($\geq 10$) number of identical equi-spaced blocks that are present in certain districts of many cities.

Key words: Earthquake ground motions; Surface waves and free oscillations; Site effects.

1 INTRODUCTION
The Michoacan earthquake that struck Mexico City in 1985 presented some particular characteristics which have since been encountered at various other locations (Semblat et al. 2000; Savage 2004; Haghshenas et al. 2006; Iwata et al. 2006; Maeda et al. 2006), but at a lower level of intensity. Other than the fact that the response in downtown Mexico varied considerably in a spatial sense (Flores et al. 1987), was quite intense and of very long duration at certain locations (as much as $\approx 3$ min Perez-Rocha et al. 1991), and often took the form of a quasi-monochromatic signal with beatings (Mateos et al. 1993), a remarkable feature of this earthquake (studied in Furumura & Kennett 1998; Cardenas-Soto & Chavez-Garcia 2003; Groby & Wirgin 2005a,b) was that such strong motion could be caused by a seismic source so far from the city (the epicentre was located in the subduction zone off the Pacific coast, approximately 350 km from Mexico City). It is now recognized (Cardenas-Soto & Chavez-Garcia 2003, 2006) that the characteristics of the abnormal response recorded in downtown Mexico were partially present in the waves entering into the city (notably 60 km from the city as recorded by Furumura & Kennett 1998) after having accomplished their trip from the source, this being thought to be due to the excitation of Love and generalized-Rayleigh modes by the irregularities of the crust (Furumura & Kennett 1998; Chavez-Garcia & Salazar 2002; Cardenas-Soto & Chavez-Garcia 2003).

In this investigation, we focus on the influence of the presence of the built features of the urban site as a complementary explanation of the abnormal response: the so-called city-site effect. A building or a group of buildings over a hard half-space, solicited by a plane incident $SH$ wave, has been shown to modify the seismic waves on the ground near the building (Trifunac 1972; Luco & Consette 1993), the modification being larger when more buildings are taken into account because of multiple interaction: that is, the so-called structure–soil–structure interaction. For models of the geophysical structure involving only a hard half-space, the stress-free base block (of the shear wall) mode appears to be the main cause of the modification (Luco & Consette 1993).

The studies that deal with a geophysical structure involving, in addition, a soft-layer overlying the hard half-space, have been mainly concerned either with an infinite set of periodically arranged (Wirgin & Bard 1996; Boutin & Rousillon 2004, 2006) or randomly arranged (Clouteau & Aubry 2001; Lombaert et al. 2004) buildings on, or partially imbedded in, the ground. In Wirgin & Bard (1996), the authors suggest that the large duration and amplitude are strongly linked to resonant phenomena of the soft-layer associated with waves whose structure is close to that of Love waves. The solicitation being of the form of a plane incident wave, such modes cannot be excited in the absence of buildings (Groby & Wirgin 2005a).

In Hill & Levander (1984) and Levander & Hill (1984), it was shown that the modes of a soft layer/hard half-space can be excited when the interface between the substratum and the layer present some irregularities. These effects were qualified as ‘vertical and lateral interferences’ in a previous numerical study (Aki & Larner 1970). The question of the excitation of modes, via surface irregularities...
constituted by the set of buildings on the ground, was subsequently addressed in Groby et al. (2005). In Wirgin & Groby (2006a,b), it was found that the excitation of vibration modes associated with a periodically modulated surface impedance, modelling a periodic distribution of blocks emerging from a flat ground, can lead to enhanced durations and amplifications of the cumulative displacement and velocity as compared to what is found for a flat stress-free or constant surface impedance surface. Wirgin & Groby (2006a) show that these modes manifest themselves by amplified evanescent waves in the substrate.

The contributions Boutin & Roussillon (2004, 2006) employ homogenized models of a periodic city, but the fact that these models are restricted to low frequencies may explain why they do not account for the amplifications obtained in Groby et al. (2005) and Wirgin & Groby (2006a). In a host of other numerical studies (Fernandez-Ares & Bielak 1973; Chavez-Garcia & Bard 1994; Fach et al. 1994; Clouteau & Aubry 2001; Guéguen et al. 2002; Boutin & Roussillon 2004; Lombaert et al. 2004; Boutin & Roussillon 2006), the presence of buildings is found either to hardly modify, or to de-amplify, the seismic disturbance, in contradiction with what is shown in Semblat et al. (2003), Tsogka & Wirgin (2003) and Groby (2005).

In Rial (1989), the spatial variability of damage to structures on the ground was attributed to the variability of the resonance frequencies of the buildings and of the soil structure beneath each building, with the implication that the most dangerous situation is when the natural frequency of the building (often treated as a one degree, or several degrees, of freedom oscillator Jennings & Bielak 1973; Guéguen 2000; Clouteau & Aubry 2001; Boutin & Roussillon 2006, Roussillon 2004) is coincident with that (obtained by a 1-D analysis) of the substructure below the base of the building (a well-known paradigm in the civil engineering community known as the ‘double resonance’).

Another point of view is to consider the building as a seismic source, either when it is solicited artificially by a vibrator located on its roof (Jennings 1970, Wong & Trifunac 1974), or when it re-emits vibrations received from the incident seismic disturbance [or other form of solicitation such as that coming from an underground nuclear explosion (Doby et al. 1979; Shaw 1979)]. It is not unreasonable to think that the presence of one or more buildings on the ground enables the excitation of the (Love, Rayleigh) modes of the underground system. This is known to be possible when a flat stress-free surface overlying a soft layer in welded contact with a hard substratum is solicited by a source located in the layer or substructure (Groby & Wirgin 2005a) and should therefore also occur when the source (i.e. the building) is on the free surface.

This work originated in the observation that no satisfactory ‘theoretical’ explanation has been given until now of the influence of buildings on anomalous seismic response in urban environments with soft layers, or large basins, overlying a hard substratum. The principal reason for this knowledge gap probably lies in the complexity of the sites examined in previous studies and in the complexity of the phenomena. Thus, it appears to be opportune to develop a theoretical model which is as complete and as simple as possible.

2 DESCRIPTION OF THE CONFIGURATION AND OF THE THEORETICAL ASPECTS OF ITS SEISMIC RESPONSE

We focus on a portion of a modern city consisting of a set of blocks (i.e. groups of close or touching buildings separated by streets or avenues or, less often, well-separated buildings) (see Fig. 1). Each block (or building in the case of well-separated buildings) is homogenized (see Fig. 1; this does not mean that the set of blocks is reduced to a single horizontal, homogeneous layer, as in Boutin & Roussillon 2004, 2006 and thereafter characterized by three constants: its height $h$, width $w$, and length $L$). All the blocks have the same rectangular geometry (but not necessarily the same sizes) and composition. Let $d_j$ be the $x_j$ coordinate of the centre of the base segment of the $j$th block. The distance between the blocks $j$ and $i$ is denoted by $d_{ij} = |d_i - d_j|$ and is not necessarily constant between successive pairs of blocks.

It has been shown (Adam et al. 2000), in the context of a similar problem, that if $L > d_{ij}$ and $L > w_j$ for all the pertinent indices $i, j$, then there is no substantial difference in the shear ground motion between a 2-D ($L$ infinite) and the corresponding 3-D ($L$ finite) configuration, so that from now on we shall limit our analysis to the 2-D ‘city’, with $x_j$ the ignorable coordinate of the $Ox_1 x_2 x_3$ cartesian coordinate system in Fig. 1.

Let $B \in \mathbb{Z}$ denote the set of indices by which the blocks are identified (e.g. for three blocks: $\{1, 2, 3\}$ or $\{1, 0, 1\}$). The cardinal of $B$ is designated by $N_B$ (i.e. $N_B$ denotes the number of blocks in the configuration, and this number will either be finite or infinite.

Figure 1. Left-hand panel: view of the 2-D city (only two of the blocks are represented). Right-hand panel: the blocks are homogenized.
$\Gamma_f$ is the stress-free surface composed of a ground portion $\Gamma_{\xi}$, assumed to be flat and horizontal, and a portion $\Gamma_{\eta}$, constituting the reunion of the above-ground-level boundaries $\Gamma^{(j)}_{\eta}$; $j \in \mathbb{B}$ of the blocks. The ground $\Gamma_{\xi}$ is flat and horizontal, and is the reunion of $\Gamma_{\xi}$ and the base segments $\Gamma^{(j)}_{\eta}$; $j \in \mathbb{B}$ joining the blocks to the underground.

The medium in contact with, and above, $\Gamma_f$ is air. The medium in contact with, and below $\Gamma_{\xi}$ is the mechanically soft layer occupying the domain $\Omega_1$, which is laterally infinite, and whose lower boundary is $\Gamma_{\xi}$, also assumed to be flat and horizontal. The soft material in the layer is in welded contact across $\Gamma_{\xi}$ with the mechanically hard material in the semi-infinite domain (substratum) $\Omega_2$.

The domain of the jth block is denoted by $\Omega_{j}^{(1)}$ and the reunion of all the $\Omega_{j}^{(1)}$, $j \in \mathbb{B}$ is denoted by $\Omega_2$. The material in each block is in welded contact with the material in the soft layer across the base segments $\Gamma^{(j)}_{\eta}$; $j \in \mathbb{B}$.

The media filling $\Omega_2$, $\Omega_1$ and $\bigcup_{j \in \mathbb{B}} \Omega_{j}^{(1)}$ are $M_0$, $M_1$ and $M_2$, respectively and the latter are assumed to be initially stress-free, linear, isotropic and homogeneous. $M_0$ is non-dissipative whereas $M_1$ and $M_2$ are dissipative, described by a constant quality factor $Q$ in the frequency range of excitation. As is common in seismological applications involving viscoelastic media (Fahy et al. 1994), we shall assume that $Q^{(j)}(\omega) = Q^{(0)}(\omega)$, with $Q^{(0)}$ constants, $j = 1, 2$.

This implies (Kjartansson 1979) that
\[
\mu^{(j)}(\omega) = \mu^{(0)}(\omega) \left[ 1 - \frac{\nu}{\omega_{\text{ref}}} \right]^{\frac{1}{2}}; \quad j = 1, 2,
\]
wherein $\omega_{\text{ref}}$ is a reference angular frequency, chosen herein to be equal to $9 \times 10^2$ Hz. Hence
\[
c^{(j)}(\omega) = c^{(0)}(\omega) \left[ 1 - \frac{\nu}{\omega_{\text{ref}}} \right]^{\frac{1}{2}}; \quad j = 1, 2,
\]
with $c^{(0)} := \sqrt{\frac{4G}{\rho}}$ the phase velocity in $M_0$, wherein the density and rigidity are $\rho^{(j)}$ and $\mu^{(j)}$, respectively.

The seismic disturbance is delivered to the site in the form of a shear-horizontal (SH) cylindrical wave (radiated by a line source parallel to the $x_3$ axis and located in $\Omega_0$, or a SH plane wave propagating initially in $\Omega_0$.

Our analysis deals with the propagation of 2-D SH waves (i.e. waves that depend exclusively on the two cartesian coordinates $x := (x_1, x_3)$ and that are associated with motion in the $x_3$ direction only).

We shall be interested in the spectra and time histories of seismic response at various points of the urban structures: at the midpoint of the top segments of a block, at the midpoint of the bottom segment of a block (which constitutes the interface between the block and the soft layer) and at the midpoint of the segment on the ground joining two successive blocks. Hereafter, we shall employ the term ‘duration’ to signify the temporal interval between the onset of the seismic response pulse and the moment this pulse attains 1/100th of its peak value.

The governing equations of the wave–structure interaction in both the space–time and space–frequency frameworks are given in Appendix A. A brief description is given of the finite-element (FE) formulation (in the space–time framework), applicable only to the case $N_b \rightarrow \infty$.

The mode-matching (MM) formulation appeals to the space–frequency formulation and is described in Appendices B–F. The field representations are described in Appendix B. The interrelations between the unknown field coefficients are given in Appendix C. The determination of the various unknowns is treated in Appendix D. The existence and nature of structural modes is examined in detail in Appendix E. The way these structural modes are excited by a seismic source and make themselves felt in the various subdomains of the structure is treated in Appendix F.

3 Numerical results for one block in a Mexico City-like site

The results in this section apply to a single block whose base segment centre is located at $(0, m, 0)$ m. The latter is supposed to be situated in a Mexico City-like site wherein $\rho^{(0)} = 2000 \text{ kg m}^{-3}$, $c^{(0)} = 600 \text{ m s}^{-1}$, $Q^{(0)} = \infty$, $\rho^{(1)} = 1300 \text{ kg m}^{-3}$, $c^{(1)} = 60 \text{ m s}^{-1}$ and $Q^{(1)} = 30$, with the soft layer thickness being $h = 50$ m. In addition, the material constants of the block are: $\rho^{(2)} = 325 \text{ kg m}^{-3}$, $c^{(2)} = 100 \text{ m s}^{-1}$ and $Q^{(2)} = 100$.

The source is placed consecutively at $(0, m, 3000)$ m or $(-65, m, 3000)$ m, which are deep locations for which Love modes can hardly be excited in the absence of the block, and at $(0, 3000, 100)$ m, a shallow location at which Love modes can easily be excited in the absence of the block (Groby & Wirgin 2005a,b).

The eigenfrequencies of the block displacement-free base block are $\omega_{\text{ref}}^{(1)} = \frac{\omega_{\text{ref}}^{(0)} + \omega_{\text{ref}}^{(1)}}{2}$, and the Haskell frequencies are $\omega_{\text{Haskell}}^{(j)} = 2\pi \frac{\omega_{\text{ref}}^{(j)}}{\sin \left( \frac{\omega_{\text{ref}}^{(j)}}{c^{(j)}} \right)}$, wherein $m = 0, 1, 2, \ldots$. Thus, the Haskell frequencies are $0.3, 0.9, 1.5 \ldots$ Hz. The fundamental displacement-free base block eigenfrequency (whose value is supposed to be close to the one of the corresponding quasi-mode), depends on the choice of the mechanical parameters of the medium filling $\Omega_2$, and occurs at $\omega_{\text{ref}}^{(2)} = \frac{\omega_{\text{ref}}^{(1)}}{2}$ Hz. This expression agrees with the empirical one: $\omega_{\text{ref}}^{(2)} \approx 30 \omega_{\text{ref}}^{(0)}$ employed in Boutin & Roussillon (2004).

If the zero-order quasi-mode is dominant, the dispersion relation (73) takes the form:

\[
0 = \cot(k^{(2)}b)
\]
\[
-\frac{ik^{(2)}w}{2\pi} \int_{-\infty}^{\infty} \frac{\cos \left( \frac{k^{(2)}h}{2} \right) - \frac{\omega^{(0)}(\nu^{(2)}))^2}{\omega^{(2)}(\nu^{(2)})^2} \sin \left( \frac{k^{(2)}h}{2} \right)}{\cos \left( \frac{k^{(2)}h}{2} \right) - \frac{\omega^{(0)}(\nu^{(2)})^2}{\omega^{(2)}(\nu^{(2)})^2} \sin \left( \frac{k^{(2)}h}{2} \right)} \frac{dk^{(2)}h}{2k^{(2)}h} = F_1 - F_2
\]

The block is 50 m high and 30 m wide. The displacement-free base block eigenfrequencies are then 0.5 Hz, 1.5 Hz, … . Fig. 2 gives an indication of the modes of the configuration. One notes that the eigenfrequencies (frequencies at which $\text{Re} (F_1) = \text{Re} (F_2)$, at the least) are $\nu \approx 0.3, 0.5, 1.0, 1.5, 1.75$ and $1.93$ Hz. The attenuations of the quasi-Love mode at $\nu \approx 0.3$ and $0.9$ Hz, and of the quasi-displacement-free base block mode at $\nu \approx 0.5$ and $1.5$ Hz are relatively small. The attenuation of the quasi-stress-free base block mode (close to the zeros of tan $(k^{(2)}b)$ at $\omega^{(2)}(\nu^{(2)})$ Hz is relatively large.

We now examine the displacement field on the horizontal boundaries of the block.

We first consider that the seismic disturbance is delivered to the site by a ‘deep line source’ located at $x_3=0$, (3000 m). This means that in the absence of the block, the displacement field is composed mainly of propagative waves in the substratum and interfering propagative waves in the layer.

Fig. 3 depicts the spectra and time histories of the ‘total displacement at the centre of the top and bottom segments of the block’,
as computed by the MM method (with account taken of one quasimode) and the FE method, for a deep source. No notable differences are found between the results of the two methods of computation. The agreement between the FE and MM solutions is found to be as favourable for shallow sources as for deep sources. The neglect of the quasi-modes of order larger than 0 is valid for this block width. The block acts as a ribbon source of width \( w \) located at the base segment.

Fig. 4 depicts the spectra and the time histories of ‘the total displacement response to a cylindrical wave (radiated by a deep source located at \( x^* = (0 \text{ m}, 3000 \text{ m}) \) at the centre of the summit segment (top panels) and at the centre of the base segment (bottom panels) of a single 50 \( \times \) 30 m block. The dashed curves correspond to the semi-analytical (mode-matching, one mode) result, and the solid curves to the numerical (finite-element) result.

We now consider what happens when the seismic disturbance is delivered to the site by a ‘shallow line source’ located at \( x^* = (-3000 \text{ m}, 100 \text{ m}) \). This means that, in the absence of the block, the displacement field in the substructure is that of Love modes at the resonance frequencies of these modes.

Fig. 5 compares the displacement on the ground in the absence of the block to that in the block (on the top and bottom segments thereof) for a shallow source. In the time domain, the durations are substantially the same when the block is present or absent, but the peak and cumulative amplitudes are larger in the presence of the block. In the frequency domain, both the sharpness and amplitude of the first peak, corresponding to the first Love mode in absence of the blocks, increase. This means that the ‘soil–structure interaction’ obtained for a deep source is also found for a shallow source. The fact that the position of this peak is hardly shifted means that the structure of the quasi-Love mode is very nearly that of the Love mode existing in the absence of the block. However, the presence of the block enables this mode to be excited more efficiently than in its absence, that is, when the site is solicited solely by the shallow source and not by waves re-emitted by the block.
In order to better visualize the excitation of the quasi-Love mode due to the presence of the block, we show, in Fig. 6, the snapshots at various instants, of the displacement field in response to the cylindrical wave radiated by a deep line source located at $x^* = (0 \text{ m}, 3000 \text{ m})$. We note, in the layer regions of these figures, waves that are re-radiated from the base segments of the block and that are trapped in the layer.

4 NUMERICAL RESULTS FOR TWO-BLOCK CONFIGURATIONS IN A MEXICO CITY-LIKE SITE

Let us now consider the configuration involving “two blocks”, which is the simplest configuration for studying interblock coupling effects. The latter go by the name of structure–soil–structure interaction.
Figure 6. Snapshots at various instants, \( t = 12 \text{s}, t = 18 \text{s}, t = 24 \text{s}, t = 30 \text{s}, t = 36 \text{s}, t = 42 \text{s} \), of the total displacement field for a one \( 50 \times 30 \text{ m} \)-block configuration, solicited by the cylindrical wave radiated by a deep line source located at \( x' = (0 \text{ m}, 3000 \text{ m}) \).

The two blocks, situated in a Mexico City-like environment, are located such that the centre of the base segment of block 1 is \((0 \text{ m}, 0 \text{ m})\) and that of block 2 is \((-65 \text{ m}, 0 \text{ m})\).

The parameters of the site are the same as in the one-block configuration.

Only one kind of solicitation is considered, that is, the incident cylindrical wave is radiated by a deep line source located at \((0 \text{ m}, 3000 \text{ m})\).

If the zeroth-order quasi-mode coefficient is relevant, the dispersion relation of the configuration takes the form (see Appendix E4):

\[
(F^{(1)}_1 - F^{(1)}_2)(F^{(2)}_1 - F^{(2)}_2) - F^{(1)}_2 F^{(2)}_1 = F = 0,
\]

wherein \( F^{(j)}_1 - F^{(j)}_2 = 0, j = 1, 2 \) is the dispersion relation of the configuration with one block of characteristics of the block \( j \) (see eq 3) and the term \( F^{(1)}_2 F^{(2)}_1 = (\cos(k^{(1)} b_1) \gamma^{(1)}_{00} \cos(k^{(2)} b_2) \gamma^{(2)}_{00}) \) accounts for the coupling between the two blocks.

The latter are both 50 m high and 30 m wide and their centre-to-centre separation is 65 m.

The displacement-free base block eigenfrequencies are 0.5 Hz, 1.5 Hz, . . . Fig. 7 gives an indication of the solution of the dispersion relation. Eigenfrequencies (i.e. solutions of \( \text{Re} F = 0 \)) are found at 0.3, 0.55, 1.0, 1.4 Hz, . . . The attenuations associated with the quasi-Love mode at 0.3 Hz and the multidisplacement-free base block mode at 0.55 Hz are rather small. The eigenfrequencies are not close to each other.

The response at the centre of the summit segment of one of the blocks computed by the FE method is compared in Fig. 8 to the corresponding response computed by the MM method (with account taken only of the zeroth-order quasi-mode). The response on the other block is found to be almost identical to this response.

In Fig. 9 we depict the displacements in one of the two blocks (i.e. at the centres of the summit and base segments) with the displacement on the ground (at the same point as occupied by the centre of the base segment of the block) in the absence of the blocks. The response on the other block is found to be almost identical to this response. We observe an increase of the duration and of the peak and cumulative amplitudes (particularly on the top segments) which seems to be due to the strong response at the frequency corresponding to the excitation of the multidisplacement-free base block mode. Once again, the displacement at the centre of the base segments vanishes at a frequency corresponding to the occurrence of the displacement-free base mode of the block.

In order to better visualize the excitation of the quasi-Love mode due to the presence of the two blocks, we show, in Fig. 10, the snapshots at various instants, of the displacement field, for two identical \( 50 \times 30 \text{ m} \) blocks in response to the cylindrical wave radiated by a deep line source located at \( x' = (0 \text{ m}, 3000 \text{ m}) \). We note, in the layer region of these figures, waves that are re-radiated from the base segments of the blocks and which evolve into a field with a series of nodes and anti-nodes characteristic of a sum of modes dominated by the quasi-Love modes. Coupling between the two blocks (structure-soil-structure interaction) is also notable in Fig. 10 at \( t = 21 \text{s} \).
Figure 8. $2\pi$ times the spectra (left panel) and time histories (right panel) of the total displacement at the centre of the summit segment of block 1 as computed by the mode-matching method (with account taken only of the zeroth-order quasi-mode (dashed curves) and the finite element method (solid curves). Two blocks, deep line source.

Figure 9. Comparison of $2\pi$ times the spectrum (left panels) and of the time history (right panels) of the total displacement on the ground in the absence of blocks (solid curves) and in the presence of blocks (dashed curves). From the top to the bottom: at the centre of the summit segment of block 1, and at the centre of the base segment of block 1. Two $50 \times 30$ m blocks solicited by the cylindrical wave radiated by a deep line source located at $x_s = (0, 3000 \text{ m})$.

Figure 10. Snapshots at $t = 21 \text{s}$ and $t = 42 \text{s}$ of the total displacement field for a two identical $50 \times 30$ m-block configuration, solicited by the cylindrical wave radiated by a deep line source located at $x' = (0 \text{ m}, 3000 \text{ m})$. 
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5 DISCUSSION CONCERNING THE CONFIGURATIONS WITH A SMALL NUMBER OF BLOCKS

The response, to the cylindrical wave radiated by a line source located in the substratum, of a finite set of blocks, each block modelling one, or a group of buildings, in welded contact with a soft layer overlying a hard half-space, was investigated in a theoretical manner via the MM technique. The capacity of this technique to account for the complex phenomena provoked by the presence of blocks on the ground was demonstrated by comparison of the numerical results to which it leads to those obtained by a FE method.

It was shown that the presence of blocks induces a modification of the phenomena that are produced by the configuration without blocks, or of a configuration of closed blocks disconnected from the geophysical half-space. In particular, the blocks modify the dispersion relation of what, in the absence of the blocks, constitutes the Love modes.

Three different and complementary points of view were developed (in the framework of the MM theory) concerning the dispersion relation relative to the configuration with blocks. The first emphasizes the role of the substructure (i.e. the geophysical (flat ground/layer/substratum) structure). The second emphasizes the role of each particular block of the superstructure. The third point of view emphasizes the couplings of the fields in the superstructure with those in the substructure.

The first two points of views enable the definition of two new types of modes relative to the configuration with blocks: the quasi-Love modes, which are small perturbations of the Love mode (which can exist when no blocks are present), and the quasi-displacement-free base block modes, which are perturbations of the displacement-free base block mode (which can exist when no geophysical structure is present).

These two types of quasi-modes account for coupling between a particular block of the superstructure with the substructure, but not for the couplings between blocks (when more than one block is present). Thus, the so-called soil–structure interaction is shown to be due to the excitation of quasi Love modes.

The third point of view emphasizes the coupling between blocks (when more than one block is present). It was shown that this coupling, manifested by the existence of coupling matrices in the expressions for the quasi modulus amplitudes, is of the same form as the coupling between one particular block and the substructure, which underlines the fact that the coupling between blocks is carried out via the substructure.

The study of the dispersion relation for the multiblock configurations is very complex, but can be carried numerically. This was done for a two-block configuration and showed that a multidisplacement-free base block mode can be produced. The latter was shown to correspond to a coupled mode, constituted by a combination of quasi-displacement-free base block modes of each block, which are no longer excited as such in a configuration with more than one block. The multidisplacement-free base block mode was shown to account for the so-called structure–soil–structure interaction.

It was underlined that the modes of a complete one- or multiblock configuration do not constitute the reunion of the modes of the individual component structures. Thus, the phenomena for a complete \( N_b \) block configuration are not the sum of the phenomena for \( N_b - 1 \), \( N_b - 2 \), ..., 0 block configurations.

The excitation of these modes was then studied in the particular case of one and two blocks. A common feature of the influence of one/or more blocks is the excitation of the quasi-Love mode, which occurs even for solicitation by the waves radiated by a deep source (recall that, for this type of solicitation, it is not possible to excite ordinary Love modes in a flat ground (i.e. no blocks)/soft horizontal layer/hard substratum configuration Groby & Wirgin 2005a). The trace of quasi-Love mode excitation in the frequency domain was shown to be: (i) for a deep source, a shift to lower frequency and an increase of the amplitude of the first (lowest-frequency) peak of the response, and (ii) for a shallow source [the case in which waves whose structure is close to that of Love waves already exist in the layer and substratum in the absence of the block(s)], an increase of the amplitude, and little or no shift, of the first resonance peak.

Generally speaking, the peak and cumulative amplitudes and duration of the time histories are larger for a one- and two-block configuration than for flat ground, at locations within the block, but no spectacular effects, such as those noted during the Michoacan earthquake were found in the numerical simulations, either for the one- or two-block ‘cities’. This indicates that it is probably not sufficient to carry out experiments and numerical simulations on an isolated block or building (Manos et al. 1995; Guéguen 2000; Todorovska 2002) (or even on a couple of blocks or buildings) in order to predict correctly the seismic response of the block when it is surrounded by other blocks (the situation of most blocks in a typical city).

A configuration involving a larger number of blocks is difficult to study theoretically in the framework of the MM formulation, which is why configurations with an infinite number of blocks, each one of which is close to the average shape and composition of the blocks of typical cities, are investigated hereafter.

6 PRELIMINARY REMARKS CONCERNING THE CASE OF CITIES WITH A LARGE NUMBER OF BLOCKS

We again focus on the presence of the built features of the urban site as a complementary explanation of abnormal response. Previously, we treated the cases of one or two identical built features in the form of cylindrical blocks. Now, we study the case of many (10, 20, 40, ..., \( \infty \)) identical blocks. Such a configuration is a more realistic representation of a real city due to the large number of blocks it incorporates, but the assumptions that the blocks are: (i) cylindrical, (ii) identical and (iii) periodically arranged, are rather far removed from reality, except in restricted portions of modern cities and megacities. Nevertheless, these assumptions are not more unrealistic than random dispositions of blocks with random sizes (Clouteau & Aubry 2001; Tsogka & Wirgin 2003; Groby et al. 2005) and compositions, and have the advantage of enabling a theoretical analysis which can shed some light on the physical origins of the above-mentioned exotic phenomena.

The periodic model of cities built on sites with a soft layer overlying a hard substratum solicited by seismic waves originated in the work of Wirgin & Bard (1996). Unfortunately, the theoretical apparatus underlying the numerical results was not given in this paper, and the distance between blocks in the computational results was taken to be 2000 m, which, in our present opinion, is unrealistically large (unless the blocks represent skyscrapers, of which there are usually few, and largely distant one from the other).

Thus the purpose of what follows is twofold: (i) give the missing theoretical foundations of the results of Wirgin & Bard (1996) and...
(ii) treat cities that are more realistic than those in Wirgin & Bard (1996) and in the first part of this paper.

7 CANDIDATE SITES AND THEORY OF THEIR SEISMIC RESPONSE

Many earthquake-prone cities and megacities (New Delhi, Tokyo, Mexico City, Istanbul, San Francisco, Basel, etc.) are built on soft soil underlain by a hard substratum and contain districts with periodic, or nearly periodic arrangements of blocks. An attempt will be made hereafter to analyse the seismic response of districts of this type in Mexico City.

This city is idealized in exactly the same manner as previously, the only changes being that: (i) the number of blocks \( N_b \) is now large (\( \geq 10 \)), and (ii) the solicitation takes the form of a plane wave (corresponding to very deep sources). The angle of incidence of this wave is taken to be \( \theta = 0 \) (i.e. normal incidence).

The MM formulation appeals to the space–frequency formulation and is described in Appendices G–K. The field representations are described in Appendix G. The interrelations between the unknown field coefficients are given in Appendix H. The determination of the various unknowns is treated in Appendix I. The existence and nature of structural modes is examined in detail in Appendix J. The way these structural modes are excited by a seismic source and make themselves felt in the various subdomains of the structure is treated in Appendix K.

8 NUMERICAL RESULTS FOR THE SEISMIC RESPONSE IN MEXICO CITY

8.1 Preliminaries

The numerical results are obtained in two manners: (i) by the MM method (described in the previous section) as it applies to configurations consisting of an infinite number of equally spaced, equally sized rectangular blocks and (ii) by the FE method [briefly described in Appendix A, and in more detail in Groby & Tsogka (2006) and Groby et al. (2005)] as it applies to configurations with a large (but finite) number of equally spaced, equally sized rectangular blocks.

The discussions concerning the numerical aspects of the dispersion relations will be based on material stemming from the MM method. For the purpose of the analysis, and to allow for an easier comparison with the results exposed in the first part of this paper, we rewrite (the lowest-order approximation of the dispersion relation)

\[
F_1 - F_2 = 0
\]

Figure 11. Indications concerning the solution of the dispersion relation \( F_1 - F_2 = 0 \) for the Mexico City-like urban site. In the left panels: the solid and dashed curves depict \( \text{Re} (F_1) \) and \( \text{Re} (F_2) \), respectively versus frequency \( (\nu \text{ in Hz}) \). In the right panels: the solid and dashed curves depict \( \text{Im} (F_1) \) and \( \text{Im} (F_2) \), respectively versus frequency. The top, middle and bottom panels are related to \( d = 65, 150 \) and 300 m, respectively.
(J13) in the form
\[
\cos(k^{(2)}b) - \sum_{n=-\infty}^{\infty} \frac{\sin(k^{(2)}b)}{\mu^{(n)}k^{(2)}n^2} \mu^{(n)}k^{(2)}n^2 C_{0m}^{(n)} C_{0m}^{(n)} \sin(k^{(2)}b)
\]
\[= F_1 - F_2 = 0,
\]
wherein, \(F_1 = \cos(k^{(2)}b)\).

The sources of the major earthquakes in Mexico City have usually been shallow and located in the subduction zone off the Pacific coast, approximately 350 km from Mexico City, so that modelling the solicitation of this city by a plane incident bulk wave is not realistic (Groby & Wirgin 2005a,b). Nevertheless, we assume such a (normally incident) plane bulk wave solicitation, notably to enable an easy quantitative comparison between the finite and infinite city responses and qualitative comparison with previous studies (Wirgin & Bard 1996; Clouteau & Aubry 2001; Semblat et al. 2003; Boutin & Roussillon 2004, 2006).

The central frequency of the Ricker pulse associated with the solicitation is chosen to be \(\nu_0 = 0.5\) Hz. The material parameters are as in the first part of this paper.

The blocks are again 50 m high, 30 m in width, and their centre-to-centre spacing are successively chosen to be 65 m, 150 m and 300 m. The natural frequencies of the displacement-free base block modes are \(\nu_{\text{base}}^{(b)} = 0.5\) Hz, 1.5 Hz, . . . , and the quasi-Cutler mode natural frequencies (which are specific to the periodic nature of the site, with characteristic dimension \(d\)), are obtained from \(F = 0\).

### 8.2 Dispersion characteristics of the modes for an infinite number of blocks

Fig. 11 gives indications concerning the solutions of the dispersion relation of the global configuration (i.e. blocks plus underground) for centre-to-centre spacings \(d = 65, 50\) and 300 m. For a centre-to-centre spacing \(d = 65\) m, the influence of the periodic nature of the city (embodied in the parameter \(d\)) appears essentially at a high frequency outside the spectral bandwidth of the solicitation, while for \(d = 150\) and 300 m this influence can make itself felt in the spectral range of the solicitation through the quasi-Cutler modes. Quasi-Love and quasi-displacement free base block modes should be excited at \(\approx 0.3\) and \(\approx 0.5\) Hz, respectively, both associated with a low attenuation. The stress-free base block mode is excited at \(\approx 1\) Hz, but is highly attenuated for all three \(d\).

Quasi-Cutler modes are clearly excited with a low attenuation. In particular, for a relatively large centre-to-centre spacing (i.e. \(d = 300\)), the spectral density of this type of mode is large. The fundamental quasi-Love natural frequency is probably very close to the fundamental quasi-Cutler natural frequency.
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**Figure 12.** Comparison of 2π times the spectrum (left panels) and time history (right panels) of the total displacement on the ground in the absence of blocks (solid curves) with the displacement at three locations in the presence of blocks (dashed curves): (i) at the centre of the summit segment of a block (top panels), (ii) on the ground, at a location halfway between two adjacent blocks (bottom panels), (iii) at the centre of the base segment of a block (middle panels), \(N_b = \infty\) and \(d = 65\) m.
8.3 Seismic response for an infinite number of blocks with period \( d = 65 \text{ m} \) compared to that of no blocks

In Fig. 12 we compare the spectra and time histories in the presence and absence of the \( d = 65 \text{ m} \) set of blocks.

The first resonance peak in the spectra is shifted to a lower frequency and is of higher amplitude when the blocks are present. This is the indication of the excitation of the fundamental quasi-Love mode responsible for what was previously termed the soil–structure interaction. The peak relative to the excitation of the perturbed displacement-free base block mode has a relatively high amplitude, due to both the spectrum of the incident wave and to the presence of the other blocks. Effectively, the resonance frequency does not correspond to that of the displacement-free base block mode (at which frequency the response is nil at the centre of the base segment of the block), and the particular shape of the spectrum at the centre of the base segment of the block is characteristic of the excitation of a multidisplacement-free base block mode and not to the excitation of a quasi displacement-free base block mode (as shown previously). This coupled mode also takes into account the so-called structure–soil–structure interaction as was suggested in Section J.3 of Appendix J.

A splitting of the first peak appears in the ground (between the blocks) response. The second of the split peaks has a low quality factor, which fact means the quasi-absence of beatings in the time history of response.

The temporal displacements are of higher amplitude and duration in the presence of blocks than in the absence of blocks, particularly at the centre of the top segment of the block. These results are evocative of those obtained previously for two blocks.

8.4 Comparison of the seismic responses for one, two and an infinite number of blocks with centre-to-centre separations \( d = 65 \text{ m} \)

In Fig. 13, we compare the spectra and time histories of response for one-block, two-block, and infinite-block configurations at the centre of the ‘top segment’ of one of the blocks. This figure shows that the effect of increasing the number of blocks is essentially to increase the height of the second (i.e. higher-frequency) resonance peak at the expense of the first resonance peak, and thus to introduce stronger high-frequency oscillations in the temporal response. As the quality factor of the second resonance peak increases with \( N_b \), the durations of Appendix J.
also increase with $N_b$. ‘The combined effect of the increased quality factors and higher frequency oscillations is increased cumulative motion of the block’.

In Fig. 14, we compare the spectra and time histories of seismic response for one-block, two-block and infinite-block configurations at the centre of the ‘bottom segment’ of one of the blocks. Since the second resonance now is synonymous with a minimum of response, the aforementioned effects are not produced at the base of the block. In fact, with increasing $N_b$, we actually observe a decrease of the height of the first resonance peak, whose effect is to decrease the amplitude and duration of motion in the time histories. This might furnish an explanation of why some researchers have found that the presence of buildings results in de-amplification.

8.5 Comparison of the seismic responses for 10, 20, 40 block configurations with that of a configuration having an infinite number of blocks for centre-to-centre separations $d = 65\,\text{m}$

In Fig. 15, we compare the spectra and time histories of seismic response at the centre of the ‘top segment’ of a centrally located block in configurations with 10, 20, 40 and an infinite number of $50 \times 30\,\text{m}$ blocks separated by $d = 65\,\text{m}$. On the whole, these displacement responses are very similar, in both the frequency and time domains, marked by relatively long duration ($\approx 2\,\text{min}$), and large maximum and cumulative amplitudes. However, for the finite values of $N_b$, there appears some splitting of the $N_b = \infty$ low frequency resonance peak which gives rise to beatings in addition to those due to the presence of the two main resonance peaks. The presence of the additional low-frequency peaks in this figure is linked either to the (finite) number of blocks considered and/or to the total width $W$ of the infinite configuration (for $N_b = 10, 20, 40, W$ is equal to 650, 1300 and 2600 m, respectively). These peaks cannot be accounted-for in the dispersion relations written above, since they result from an analysis of configurations for an infinite number of blocks (and for which $W = \infty$).

8.6 Illustration of the spatial variability of response in a configuration of ten blocks for centre-to-centre separations $d = 65\,\text{m}$

Fig. 16 depicts snapshots of the displacement field in the entire configuration containing ten blocks whose centre-to-centre distance is $d = 65\,\text{m}$. It can be noted that: (i) the motions are still quite...
strong in portions of the configuration some 50 s after the arrival of the initial pulse, (ii) that the motion is quite variable spatially and temporally speaking, (iii) the spatial variability extends even to within a given block.

The spatial variability of response is one of the characteristics of the motion that has often been recorded within Mexico City (Flores et al. 1987; Chavez-Garcia & Bard 1994).

8.7 Comparison of responses of the configuration without blocks to the one with $N_b = \infty$ blocks for $d = 300$ m

In Fig. 17, we compare the spectra and time histories in the presence and in the absence of the blocks. When the blocks are present, their number is infinite and their centre-to-centre distance is 300 m.

The excitation of the multidisplacement-free base block mode cannot be clearly distinguished because of the excitation of quasi-Cutler modes whose existence is related to the periodic nature of the block distribution. Note should be taken of the fact that now (i.e. for $d = 300$ m) these modes are visible (with a large quality factor) within the bandwidth of the solicitation, whereas they were invisible for the $d = 65$ m periodic structure. As previously, the soil–structure interaction appears as a resonance peak associated with the excitation of the fundamental quasi-Love mode.

These features show up at all three locations of the configuration with blocks. They manifest themselves in the time domain by: (i) a larger duration (multiplied by $\approx 4$ on the top segment of the blocks with respect to its value in the absence of the blocks), (ii) a larger peak amplitude (at the top of the blocks) and larger cumulative motion and (iii) pronounced beatings at all locations due to the periodic nature of the configuration.

These features are once again evocative of those which have been observed during earthquakes in certain districts Mexico City. However, the excitation of the quasi-Cutler mode, which is strongly linked to the quasi-periodic or periodic nature of a district of the city (these districts actually exist, as seen in aerial or satellite photographs of many cities and mega cities), can, at best, explain only part of the features of response in this city, since the latter is not usually solicited by a (normally incident) plane wave.

It was shown in Groby & Wirgin (2005a) and Groby & Wirgin (2005b) that the correct solicitation of a configuration for the study of the Michoacan earthquake (and many other earthquakes affecting Mexico City) is a cylindrical wave radiated by a shallow, laterally distant source that gives rise to Love waves after travelling within the crust from the hypocentre to the city. In the same studies, it was
shown that this type of solicitation is another cause for the large duration, large amplitude, and beatings of Mexico City response. Unfortunately, source wave solicitation cannot be treated by the quasi-modal analysis of periodic structures.

9 DISCUSSION RELATIVE TO STRUCTURES WITH A LARGE NUMBER OF BLOCKS

In this part of the paper, the response, to a plane wave initially propagating in the substratum, of a large or infinite set of identical, equi-spaced blocks, each block modelling a group of buildings, in welded contact with a soft layer overlying a hard half space, was investigated in a theoretical manner via the MM technique.

The capacity of the MM technique to account for the complex phenomena provoked by the presence of blocks on the ground was demonstrated by comparison of the numerical results to which it leads to those obtained by a FE method.

It was shown that the presence of the blocks induces a modification of the phenomena that are produced by the configuration without blocks, or of a configuration of closed blocks disconnected from the geophysical half-space. In particular, the blocks modify the dispersion relation of what, in the absence of the blocks, constitutes the Love modes. Moreover, the periodic nature of the urban site is responsible for the existence of another (collective) vibrational mode which is a variant of the Cutler mode encountered in electromagnetic wave guide structures.

The dispersion relation for the periodic configurations with an infinite number of blocks (see Appendix J.3) is very complex, but an approximation of this relation lends itself to a fairly explicit theoretical analysis, inspired notably by the method first adopted in the electromagnetic wave community. The general features of this dispersions relation, revealed by the theoretical analysis (and manifested by the existence of several types of vibrational modes), were shown to actually exist by means of the numerical study.

The excitation of the vibrational modes was then studied in the particular case of city districts with 10 and an infinite number of identical, periodically disposed blocks. A common feature of the influence of the blocks is the excitation of the quasi-Love mode, which occurs even for solicitation by a plane wave (recall that, for this type of solicitation, it is not possible to excite ordinary Love modes in a flat ground (i.e., no blocks)/soft horizontal layer/hard substratum configuration Groby & Wirgin 2005a). The trace of quasi-Love mode excitation in the frequency domain was shown to be a shift to lower frequency and an increase of the amplitude of the first (lowest-frequency) peak of the response.

The change of the phenomena provoked by plane wave solicitation, from a configuration without blocks (for which there exist only bulk waves in the geophysical structure), to one with blocks (for which there exist quasi-Love modes characterized by a field in the substratum that is predominantly a surface wave in the substratum) is a manifestation of the so-called soil-structure interaction.

Multidisplacement-free base block modes were shown to be excited in all the configurations and to correspond to a coupled mode.

The modifications of the frequency-domain response (and less so of the time-domain response) were found to be fairly substantial for structures involving blocks separated by 65 m in the Mexico City-like site. In particular, 10 or 20 blocks separated by 65 m, were shown to give rise to anomalous features (amplifications of peak and cumulative motion, large durations and beatings) that are even closer to those observed in Mexico City than configurations with a larger number (40, ∞) of blocks.

All the anomalous features found for the Mexico City-like site with 10 or an infinite number of blocks were found to be closer to the actually observed anomalous features observed during earthquakes in Mexico City when the separation between blocks is 300 m rather than 65 m. This was found to be due to the fact that the structure with the larger period enables the quasi-Cutler mode to make itself felt within the range of frequencies of the source.

10 CONCLUSION

The theoretical findings and numerical results of the present study cannot account for all the anomalous phenomena observed in many of the earthquakes in Mexico City (notably the exceptionally long durations) for the obvious reasons that the model adopted herein, that is, SH plane wave solicitation, 2-D periodic geometries, simple underground (horizontal homogeneous soft layer of infinite lateral extent overlying a homogeneous lossless hard substratum), simple homogenized building blocks, linear soil behaviour, etc., is incomplete, and in some respects, rather far removed from reality. Nevertheless, the results of our study indicate that it is possible that the excitation of vibrational modes, whose structure is closely related to those described herein, was responsible for at least part of the large-scale, anomalous mechanical effects that have caused so much damage in past earthquakes in urban areas such as Mexico City.
The most important finding of this work, which substantiates those obtained in Wirgin & Bard (1996), Tsogka & Wirgin (2003) and Groby et al. (2005), is that city blocks can modify substantially the seismic motion in an urban area. Moreover, provided the blocks are arranged quasi-periodically with a sufficiently large period $d$, the seismic motion is of longer duration, and of higher cumulative (sometimes peak) amplitude on the ground (and, of course, in the buildings) than when the built structures are not present.

Although the quasi-periodic or periodic nature of our ‘cities’ would seem to favour the existence of a particular type of collective mode, many of the deleterious effects associated with what may be close to this mode have also been predicted to occur in non-periodic cities as well (Tsogka & Wirgin 2003; Groby et al. 2005).

Another objection to what may appear as our alarming prediction of the extent of motion in a city is that it applies to a 2-D configuration whereas real cities are 3-D in nature and therefore should scatter more of the incident energy and give rise to smaller surface motion than 2-D structures. However, this objection should be relativized, as is illustrated by a comparison of the surface motion of 2-D and 3-D valleys, embankments, and basins (Singh & Sabina 1977; Lee & Langston 1983; Lee 1984; Sanchez-Sesma et al. 1984; Sanchez-Sesma 1987; Sanchez-Sesma et al. 1989; Adam et al. 2000). For instance, in Lee & Langston (1983), it is found that the motion in the central region of a 3-D basin is larger than that, at the corresponding location, of a 2-D basin of similar cross-section.

It thus appears to be advisable to integrate (as is starting to be done (Fernandez-Ares & Bielak 1973)) the presence, composition and layout, of city blocks, together with, and to the same extent as, the features of the underground structure and composition, into the large-scale 3-D computer codes that are increasingly being employed (Wald & Graves 1998) to predict the level and durations of shaking in highly populated, economically important, earthquake-prone urban sites.
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APPENDIX A: GOVERNING EQUATIONS

A1 Space–time and space–frequency wave equations

The space–time framework wave equation for SH waves in a linear, isotropic medium \( M \):

\[
\nabla \cdot (\mu(x, \omega) \nabla u(x, t)) - \rho(x) \frac{\partial^2 u(x, t)}{\partial t^2} = -f(x, t),
\]

where \( n \) and \( f \) are the components of displacement and force density, respectively, in the \( k_i \) direction (the unit vector along the \( x_j \) axis), the sources of plane waves corresponding to \( f = 0 \) and those of cylindrical waves to \( f \neq 0 \).

Since our configuration involves three homogeneous media \( M^{(1)} \); \( j = 0, 1, 2 \), and the applied force is assumed to be non vanishing only in \( \Omega_j \):

\[
(\varepsilon^{(1)}(j)) \nabla \cdot \nabla u^{(j)}(x, t) - \delta^2 u^{(j)}(x, t) = -f(x, t) \delta(x) \Omega_j; \quad j = 0, 1, 2,
\]

where \( \delta_{j=1} = 1 \) for \( j = 0, \delta_{j=1} = 0 \) for \( j \neq 0 \), and \( \varepsilon^{(1)}(j) = \sqrt{\mu^{(1)}(j)/\rho^{(1)}} \) is the phase velocity in \( M^{(1)} \).

The space–frequency framework versions of the wave equations are obtained by expanding the space density and displacement in Fourier integrals: \( f(x, t) = \int_0^\infty f(x, \omega) e^{-i\omega t} d\omega, u^{(j)}(x, t) = \int_0^\infty u^{(j)}(x, \omega) e^{-i\omega t} d\omega \), wherein \( \omega \) is the angular frequency, so as to give rise to the Helmholtz equations:

\[
\nabla \cdot \varepsilon^{(1)}(j) (x, \omega) u^{(j)}(x, \omega) + (\varepsilon^{(1)}(j)) \omega^2 u^{(j)}(x, \omega) = -f(x, \omega) \delta(x) \Omega_j; \quad j = 0, 1, 2,
\]

wherein \( \varepsilon^{(1)}(j) = \frac{\delta_{j=1}}{\sqrt{\mu^{(1)}}} \). These three (Helmholtz) equations are solved further on by a mode-matching method.

A2 Sources and incident fields

The driving force density for a cylindrical wave radiated from a line source located at \( x' : (x_1', x_2') \in \Omega_0 \) is

\[
f(x, \omega) = S(\omega) \delta(x - x'),
\]

with \( \delta() \) the Dirac delta distribution and

\[
S(\omega) = \frac{12\pi \omega^2 \omega^2}{4\pi^2} \exp \left( i\omega \frac{\omega^2}{4\omega^2} \right),
\]

to which corresponds
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\[
S(t) = -24\pi\alpha^4\left[-3(t_1 - t) + 2\alpha^2(t_1 - t)^3\right] \exp\left[-\alpha^2(t_1 - t)^3\right].
\]

The incident signal is thus of the form of a pseudo Ricker-type pulse in the time domain, whose characteristic period is \(\alpha = \pi/t_p\), \(t_p = t_1 = 2\) sec being the time at which the pulse attains its maximal value.

The (incident) wave associated with the line source is
\[
u'(x, \omega) = S(\omega)\frac{i}{4} \mathcal{H}_0^{(1)}(k_0|\mathbf{x} - \mathbf{x}'|),
\]
with \(\mathcal{H}_0^{(1)}(.)\) the Hankel function of the first kind and order 0.

In the case of plane-wave incidence:
\[
u'(x, \omega) = S(\omega) \exp\left\{i\left[k_1'x_1 - k_2'x_2\right]\right\}; \mathbf{x} \in \mathbb{R}^2,
\]
wherein \(\theta'\) is the angle of incidence, and \(k_1' = k_0\sin\theta', k_2' = k_0\cos\theta'\).

### A3 Boundary and radiation conditions in the space–frequency framework

The stress-free nature of \(\Gamma_f = \Gamma_x \cup \Gamma_{ag}\), with \(\Gamma_{ag} := \bigcup_{j \in \mathbb{B}} \Gamma^{(j)}_{ag}\), translates to:
\[
\mu(\omega)\partial_n u^{(j)}(x, \omega) = 0; \mathbf{x} \in \Gamma_{ag},
\]
(A9)

\[
\mu^{(j)}(\omega)\partial_n u^{(1)}(x, \omega) - \mu^{(j)}(\omega)\partial_n u^{(2)}(x, \omega) = 0; \mathbf{x} \in \Gamma_{j\mu}, j \in \mathbb{B},
\]
(A10)

where \(\partial_n\) denotes the generic unit vector normal to a boundary and \(\partial_n\) designates the operator \(\partial_n = \mathbf{n} \cdot \nabla\).

The fact that \(M^{(1)}\) and \(M^{(2)}\) are in welded contact across \(\Gamma_{bs} := \bigcup_{j \in \mathbb{B}} \Gamma_{bsj}\), means that:
\[
u^{(j)}(x, \omega) - u^{(2)}(x, \omega) = 0; \mathbf{x} \in \Gamma_{j\mu}, j \in \mathbb{B},
\]
(A11)

\[
u^{(1)}(x, \omega) - u^{(1)}(x, \omega) - \mu^{(1)}(\omega)\partial_n u^{(1)}(x, \omega) = 0; \mathbf{x} \in \Gamma_{bsj}, j \in \mathbb{B}.
\]
(A12)

Similarly, across \(\Gamma_{bs}\):
\[
u^{(1)}(x, \omega) - u^{(1)}(x, \omega); \mathbf{x} \in \Gamma_{bs},
\]
(A13)

\[
u^{(2)}(x, \omega) - u^{(2)}(x, \omega) - \mu^{(2)}(\omega)\partial_n u^{(2)}(x, \omega) = 0; \mathbf{x} \in \Gamma_{bs},
\]
(A14)

The radiation condition in the substratum is:
\[
u^{(2)}(x, \omega) - u^{(1)}(x, \omega) \sim \text{outgoing waves}; ||\mathbf{x}|| \to \infty, \quad x_2 > h.
\]
(A15)

### A4 Boundary and radiation conditions in the space–time framework

Since our finite element (FE) method, described amply in Groby & Tsogka (2006), Groby (2005) and Groby et al. (2005), for solving the space–time domain wave equation (A1) in a heterogeneous medium \(M\) (in our case, involving three homogeneous components, \(M^{(1)}, M^{(2)}\) and \(M^{(3)}\)) relies on the assumption that \(M\) be a continuum, it does not appeal to any boundary conditions except on \(\Gamma_f\) where the vanishing traction condition is invoked (fictitious domain method). Furthermore, since the essentially unbounded nature of the geometry of the city cannot be implemented numerically, we take this geometry to be finite and surround it (except on the \(\Gamma_f\) portion) by a perfectly matched layer (PML) (Collino & Tsogka 2001) which enables closure of the computational domain without generating unphysical reflected waves (from the PML layer). In a sense, this replaces the radiation condition of the unbounded domain. The stress-free boundary condition on \(\Gamma_f\) is modelled with the help of the fictitious domain method (Bécache et al. 2001), which allows us to account for the diffraction of waves by a boundary of complicated geometry, not necessarily matching the volumic mesh.

The FE solutions are compared in the main body of this paper with their counterparts obtained by a mode matching (MM) method, which is based on separation of variables. Since the details of the FE method are given in Groby & Tsogka (2006), Groby (2005) and Groby et al. (2005), from now on, we shall be only concerned with the MM method (implemented in the space–frequency domain).

Whatever be the method, the problem is to determine the time record of the displacement fields \(u^{(1)}(x, t)\) on \(\Gamma_x\) and \(u^{(2)}(x, t)\) on \(\Gamma_{ag}\), \(j \in \mathbb{B}\).

### APPENDIX B: FIELD REPRESENTATIONS IN THE SPACE–FREQUENCY FRAMEWORK FOR \(N_B < \infty\)

The MM method appeals to separation of variables and gives rise to the following field representations in cartesian coordinates.

\[
u^{(2)}(x, \omega) = \nu'(x, \omega) + \int_{-\infty}^{\infty} B^{(2)}(k_1, \omega) \exp\left\{i\left[k_1x_1 + k_2^{(0)}(x_2 - h)\right]\right\} \frac{dk_1}{k_2^{(0)}}; \mathbf{x} \in \Omega_0,
\]
(B1)
with
\[ k_j^{(l)} = \sqrt{(k_j^{(l)})^2 - (k_l^{(l)})^2}, \quad \Re k_j^{(l)} \geq 0, \quad \Im k_j^{(l)} \geq 0, \quad \omega \geq 0. \]  \hfill (B2)

In the case of plane-wave excitation we can write
\[ u'(x, \omega) = \int_{-\infty}^{\infty} A^{(0)}(k_1, \omega) \exp \left\{ i \left[ k_1 x_1 - \frac{m}{k_2^{(j)}} \right] \right\} \frac{dk_1}{k_2^{(j)}}; \quad x \in \mathbb{R}^2, \]  \hfill (B3)

wherein
\[ A^{(0)}(k_1, \omega) = S(\omega) k_2^{(j)} h(k_1 - k_j^{(l)}), \]  \hfill (B4)

whereas in the case of cylindrical wave excitation, the plane wave representation of the Hankel function (Morse & Feshbach 1953) tells us that
\[ u'(x, \omega) = \begin{cases} \int_{-\infty}^{\infty} A^{(0)}(k_1, \omega) \exp \left\{ i \left[ k_1 x_1 + \frac{m}{k_2^{(j)}} \right] \right\} \frac{dk_1}{k_2^{(j)}}, & x \in \Omega_1, \\ \int_{-\infty}^{\infty} A^{(0)}(k_1, \omega) \exp \left\{ i \left[ k_1 x_1 - \frac{m}{k_2^{(j)}} \right] \right\} \frac{dk_1}{k_2^{(j)}}, & x \in \Omega_2. \end{cases} \]  \hfill (B5)

wherein
\[ \Omega_1 = \{ x_1 \in \mathbb{R}; x_2 > x_2^* \} \quad \Omega_2 = \{ x_1 \in \mathbb{R}; h < x_2 < x_2^* \}. \]  \hfill (B6)

\[ A^{(0)}(k_1, \omega) = S(\omega) \frac{i}{4\pi} \exp \left\{ -i \left[ k_1 x_1^* \pm k_2^{(j)} x_2^* \right] \right\}. \]  \hfill (B7)

Since we shall be interested only in the field in \( \Omega_1 \), we can write
\[ u^{(0)}(x, \omega) = \int_{-\infty}^{\infty} A^{(0)}(k_1, \omega) \exp \left\{ i \left[ k_1 x_1 - \frac{m}{k_2^{(j)}} \right] \right\} \frac{dk_1}{k_2^{(j)}}, \quad x \in \Omega_1, \]  \hfill (B8)

By proceeding in the same manner as previously we find
\[ u^{(1)}(x, \omega) = \int_{-\infty}^{\infty} A^{(1)}(k_1, \omega) \exp \left\{ i \left[ k_1 x_1 - \frac{m}{k_2^{(j)}} \right] \right\} \frac{dk_1}{k_2^{(j)}}, \quad x \in \Omega_1, \]  \hfill (B9)

\[ u^{(2)}(x, \omega) = \sum_{n=0}^{\infty} B^{(2)}(n, \omega) \cos \left[ k_2^{(j)}(x_1 - d_j + \frac{w_f}{2}) \right] \cos \left[ k_2^{(j)}(x_2 + b_j) \right], \quad x \in \Omega_1, \quad \forall j \in \mathbb{B}, \]  \hfill (B10)

with
\[ k_2^{(j)} = \frac{m}{w_f}; \quad k_2^{(j)} = \sqrt{(k_2^{(j)})^2 - (k_2^{(j)})^2}; \quad \Re \left( k_2^{(j)} \right) \geq 0 \quad \text{Im} \left( k_2^{(j)} \right) \geq 0 \quad \text{for} \quad \omega \geq 0. \]  \hfill (B11)

Note that (B10) satisfies the stress-free boundary condition on the vertical and upper segments of each block.

**APPENDIX C: INTER RELATIONS BETWEEN THE UNKNOWN COEFFICIENTS FOR THE CASE \( N_b < \infty \)**

From (A10) and (A11) we obtain
\[ A^{(1)}(k_1, \omega) - B^{(1)}(k_1, \omega) = \frac{1}{2\pi i} \sum_{j=1}^{N_b} e^{-i\omega x_j} \sum_{n=0}^{\infty} B_c^{(2)}(n, \omega) \frac{\mu^{(2)}(k_2^{(j)}) \omega}{\mu^{(1)}(k_2^{(j)})} \frac{1}{k_2^{(j)}} \sin \left( k_2^{(j)}(x_2 + b_j) \right), \quad \forall k_1 \in \mathbb{R}, \]  \hfill (C1)
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wherein
\[ f_n^{(i)}(k, \omega) := \int_0^1 \exp(\pm ik_1 w, \eta) \cos \left( \frac{k_{1n}^{(i)}}{k_1} w, \eta \right) d\eta. \] (C2)

Eq. (A12) leads to
\[ \frac{B_n^{(i)}(\omega)}{k_1^{(i)}} = \frac{\epsilon_n}{\cos \left( \frac{k_{1n}^{(i)}}{k_1} b_1 \right)} \int_{-\infty}^{\infty} \left[ A_n^{(1)}(k, \omega) + B_n^{(1)}(k, \omega) \right] f_n^{(i)}(k, \omega) e^{\pm i k_1 x_1} \frac{d\xi}{k_1^{(i)}} \] ; \forall m = 0, 1, 2, ..., \ i \in \mathbb{B}. (C3)

wherein \( \epsilon_n = 1 \) for \( m = 0 \) and \( \epsilon_n = 2 \) for \( m > 0 \).

From (A13) we obtain
\[-\mu_{0} A_{0}^{(0)}(k_1, \omega) e^{-i\omega_0 h} + \mu_{0} B_{0}^{(0)}(k_1, \omega) + \mu_{1} A_{1}^{(1)}(k_1, \omega) e^{-i\omega_1 h} - \mu_{1} B_{1}^{(1)}(k_1, \omega)e^{i\omega_1 h} = 0; \forall k_1 \in \mathbb{R}. \] (C4)

Eq. (A14) gives rise to
\[ \frac{A_{0}^{(0)}(k_1, \omega)}{k_1^{(0)}} e^{-i\omega_0 h} + \frac{B_{0}^{(0)}(k_1, \omega)}{k_1^{(0)}} - \frac{A_{1}^{(1)}(k_1, \omega)}{k_1^{(1)}} e^{-i\omega_1 h} - \frac{B_{1}^{(1)}(k_1, \omega)e^{i\omega_1 h}}{k_1^{(1)}} = 0; \forall k_1 \in \mathbb{R}. \] (C5)

**APPENDIX D: DETERMINATION OF THE VARIOUS UNKNOWNS**

**D0.1 Elimination of \( B_{0}^{(j)}(\omega) \) to obtain an integral equation for \( B_{0}^{(0)}(k_1, \omega) \)**

After a series of substitutions in the formulæ given in Appendix C, the following integral equation for \( B_{0}^{(0)}(k_1, \omega) \) is obtained (wherein \( K_1 \) and \( K_2^{(1)} \) play the same roles, and are related to each other in the same manner, as \( k_1 \) and \( K_2^{(1)} \), respectively):
\[ C(k_1, \omega) B_{0}^{(0)}(k_1, \omega) - \int_{-\infty}^{\infty} D(k_1, K_1, \omega) B_{0}^{(0)}(K_1, \omega) dK_1 = F(k_1, \omega); \forall k_1 \in \mathbb{R}, \] (D1)

with:
\[ C(k_1, \omega) = \cos \left( k_1^{(1)} h \right) - \frac{i \mu k_1^{(1)}}{\mu K_2^{(1)}} \sin \left( k_1^{(1)} h \right). \] (D2)

\[ D(k_1, K_1, \omega) = \left[ \cos \left( k_1^{(1)} h \right) - \frac{\mu k_1^{(1)}}{\mu K_2^{(1)}} \sin \left( K_1^{(1)} h \right) \right] \times \frac{i}{2\pi} \sum_{j \in \mathbb{B}} e^{i k_1 x_1 - j x_1} \frac{\epsilon_j}{\epsilon_j K_2^{(j)}} \sum_{n \in \mathbb{B}} e_n \mu_0 k_{1n}^{(j)} w_1 |^{2j/(2n)} \tan \left( k_{1n}^{(j)} b_1 \right) f_n^{(j)}(k_1) I_n^{(j)}(K_1) \] \[ ; \forall k_1, K_1 \in \mathbb{R}, \] (D3)

and
\[ F(k_1, \omega) = A_{0}^{(0)}(k_1, \omega) e^{-i\omega_0 h} \left[ \cos \left( k_1^{(1)} h \right) + \frac{i \mu k_1^{(1)}}{\mu K_2^{(1)}} \sin \left( k_1^{(1)} h \right) \right] \] \[ + \frac{1}{2\pi} \sum_{j \in \mathbb{B}} e^{i k_1 x_1 - j x_1} \frac{\epsilon_j}{\epsilon_j K_2^{(j)}} \sum_{n \in \mathbb{B}} e_n \mu_0 k_{1n}^{(j)} w_1 |^{2j/(2n)} \tan \left( k_{1n}^{(j)} b_1 \right) f_n^{(j)}(k_1) I_n^{(j)}(k_1) dK_1 \] ; \forall k_1 \in \mathbb{R}. (D4)

Eq. (D1) is a Fredholm integral equation of the second kind for the unknown function \( \{B_{0}^{(0)}(k_1, \omega); k_1 \in \mathbb{R}\} \).

By means of the changes of variables \( k_1 = k_{0}^{(1)} \sigma_1, K_1 = k_{0}^{(0)} S_1 \) (note that \( \sigma_1 \) and \( S_1 \) are dimensionless), we can cast (D1) into the form
\[ B_{0}^{(0)}(\sigma_1, \omega) = \frac{F(\sigma_1, \omega) + \int_{-\infty}^{\infty} E(\sigma_1, S_1, \omega) \left[ 1 - \delta(S_1 - \sigma_1) \right] \left( B_{0}^{(0)}(S_1, \omega) \right) dS_1}{C(\sigma_1, \omega) - E(\sigma_1, \sigma_1, \omega)} ; \forall \sigma_1 \in \mathbb{R}. \] (D5)

An iterative approach for solving this integral equation consists in computing successively:
\[ B_{0}^{(0)}(\sigma_1, \omega) = \frac{F(\sigma_1, \omega)}{C(\sigma_1, \omega) - E(\sigma_1, \sigma_1, \omega)} ; \forall \sigma_1 \in \mathbb{R}. \] (D6)
\[ B^{[0]}(\sigma_1, \omega) = \frac{1}{\mathcal{C}(\sigma_1, \omega) - E(\sigma_1, \sigma_1, \omega)} \int_{-\infty}^{\infty} E(k, \omega) [1 - \delta(S_1, \sigma_1)] B^{[0]}(S_1, \omega) dS_1; \forall \sigma_1 \in \mathbb{R}, \]  

\[ (D7) \]

and so on.

**D0.2 Elimination of \( B^{[0]}(k_1, \omega) \) to obtain a linear system of equations for \( B^{[2]}(0, \omega) \)**

The procedure is again to make a series of substitutions which now lead to the linear system of equations for \( B^{[2]}(0, \omega) \), \( \forall \in \mathbb{B}, \forall n \in \mathbb{N} : \)

\[ C_{\sigma_1}(\omega) B^{[2]}(0, \omega) = F^{[2]}(\omega) + \sum_{j \in \mathbb{B}, n \in \mathbb{N}} D^{[2]}(j, n, \omega) B^{[2]}(j, n, \omega); \forall \in \mathbb{B}; \forall n \in \mathbb{N}, \]  

\[ (D8) \]

\[ \text{wherein} \]

\[ C_{\sigma_1}(\omega) = \cot \left( \frac{\omega}{k_2} \right); \forall \in \mathbb{N}, \]

\[ (D9) \]

\[ F^{[2]}(\omega) = \frac{2\pi}{\sin \left( \frac{\omega}{k_2} \right)} \int_{-\infty}^{\infty} A^{[0]}(k, \omega) e^{-i\omega h \delta} \left[ \cos \left( \frac{\omega}{k_2} h \right) - i \frac{\omega^{[0]}(\omega)}{\omega^{[1]}(\omega)} \sin \left( \frac{\omega}{k_2} h \right) \right] \frac{dk_1}{k_2}; \forall \in \mathbb{B}; \forall n \in \mathbb{N}, \]

\[ (D10) \]

\[ D^{[2]}(j, n, \omega) = \frac{-ik_2^{[2]}(\omega) - i \frac{\omega}{\omega^{[1]}(\omega)} \sin \left( \frac{\omega}{k_2} h \right)}{2\pi \sin \left( \frac{\omega}{k_2} h \right)} \]

\[ \times \int_{-\infty}^{\infty} F^{[2]}(k_1) F^{[2]}(k) \left[ \frac{\cos \left( \frac{\omega}{k_2} h \right) - i \frac{\omega^{[0]}(\omega)}{\omega^{[1]}(\omega)} \sin \left( \frac{\omega}{k_2} h \right)}{\cos \left( \frac{\omega}{k_2} h \right) - i \frac{\omega^{[0]}(\omega)}{\omega^{[1]}(\omega)} \sin \left( \frac{\omega}{k_2} h \right)} \right] ^{j} e^{ik_1 \left( \delta_1 - \delta_1 \right)} \frac{dk_1}{k_2}; \forall, j \in \mathbb{B}; \forall n, m \in \mathbb{N}. \]

\[ (D11) \]

Eq. (44) can be written as:

\[ B^{[2]}(0, \omega) = F^{[2]}(\omega) + \sum_{m \in \mathbb{B}} B^{[2]}(m, \omega) \frac{(1 - \delta_m h)}{C_{\sigma_1}(\omega) - D^{[2]}(m, \omega)} \]  

\[ (D12) \]

An iterative procedure for solving this linear set of equations is as follows:

\[ \left( B^{[2]}(\omega) \right)^{(0)} = \frac{F^{[2]}(\omega)}{C_{\sigma_1}(\omega) - D^{[2]}(\omega)}; \forall \in \mathbb{B}; \forall n \in \mathbb{N}, \]  

\[ (D13) \]

\[ \left( B^{[2]}(\omega) \right)^{(p)} = \frac{F^{[2]}(\omega) + \sum_{m \in \mathbb{B}} \sum_{n \in \mathbb{N}} D^{[2]}(m, n, \omega) (1 - \delta_m h) B^{[2]}(m, n, \omega)^{(p-1)}}{C_{\sigma_1}(\omega) - D^{[2]}(\omega)} \]  

\[ ; p = 1, 2, \ldots; \forall \in \mathbb{B}; \forall n \in \mathbb{N}. \]  

\[ (D14) \]

**APPENDIX E: MODAL ANALYSIS FOR \( N_B < \infty \)**

**E1 The emergence of the natural modes of the configuration from the iterative solution of the integral equation for \( B^{[0]}(k_1, \omega) \)**

Eqs (D6), (D7), etc. show that the \( n \)th order iterative approximation of the solution to the integral equation (D1) is of the form

\[ B^{[n]}(\sigma_1, \omega) = \frac{N^{[n]}(\sigma_1, \omega)}{C(\sigma_1, \omega) - E(\sigma_1, \sigma_1, \omega)} := \frac{N^{[n]}(\sigma_1, \omega)}{D(\sigma_1, \omega)}; n = 1, 2, \ldots, \]  

\[ (E1) \]

wherein

\[ N^{[n]}(\sigma_1, \omega) = F(\sigma_1, \omega), \]  

\[ (E2) \]
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\(N^{0,0}(\sigma, \omega) = F(\sigma, \omega) + \int_{-\infty}^{\infty} E(\sigma, S_i, \omega) [1 - \delta(S_i - \sigma_i)] B^{(0)^{n-1}}(S_i, \omega) dS_i, \)  

from which it becomes apparent that the solution \(B^{(0)^{n-1}}(\sigma, \omega), \) to any order of approximation, is expressed as a fraction, the denominator \(D(\sigma, \omega)\) of which (not depending on the order of approximation), can become small for certain values of \(\sigma\) and \(\omega\) so as to make \(B^{(0)^{n-1}}(\sigma, \omega)\), and (possibly) the field in the substratum, large for these values. When this happens, a natural mode of the configuration, comprising the blocks, the soft layer and the hard substratum, is excited, this taking the form of a resonance with respect to \(B^{(0)^{n-1}}(\sigma, \omega)\), that is, with respect to a plane wave component of the field in the substrate. As \(B^{(0)^{n-1}}(k_i, \omega)\) is related to \(D^{(1)}(\sigma, \omega)\) and \(B^{(1)}(\sigma)\) via (C4)–(C5), the structural resonance manifests itself for the same \(\sigma\) and \(\omega\) as concerns the field in the layer.

We say that \(B^{(0)^{n-1}}(\sigma, \omega)\), and the fields in the layer and substratum, can become possibly large at resonance because until now we have not taken into account the numerator \(N^{(0,0)}(\sigma, \omega)\), which might be small when the denominator is small, or such as to prevent, by other means, the fields in the layer and substratum from becoming large. Moreover, since the field is expressed as a sum of plane waves, the fact that \(B^{(0)^{n-1}}(k_i, \omega)\) may become large for some \(k_i^*\), does not necessarily mean that the sum of plane waves (including waves whose horizontal wavenumber \(k_i \neq k_i^*\)), and therefore the field, will be large at a resonance frequency.

### E2 Quasi Love modes

Let us return to the denominator of the expression of \(B^{(0)^{n-1}}\), which, for convenience, we rewrite in terms of \(k_i\):

\[
D(k_i, \omega) = C(k_i, \omega) - k_i^{(0)} D(k_i, k_i, \omega) = \left[ \cos \left( k_i^{(1)} h \right) - \frac{\mu_1^{(1)} k_i^{(1)}}{\mu_0^{(1)} k_i^{(1)}} \sin \left( k_i^{(1)} h \right) \right] - \left[ \cos \left( k_i^{(1)} h \right) - \frac{\mu_0^{(0)} k_i^{(0)}}{\mu_0^{(1)} k_i^{(1)}} \sin \left( k_i^{(1)} h \right) \right] \times \frac{i}{2\mu_0^{(1)}} \sum_{j=0}^{\infty} e^{-\frac{2\pi k_i^{(1)}}{k_i^{(1)}} m \pi} \frac{\mu_0^{(2)} k_{2m}^{(1)}}{\mu_0^{(1)} k_i^{(1)}} \tan \left( k_i^{(1)} h \right) \sum_{j=0}^{\infty} e^{-\frac{2\pi k_i^{(1)}}{k_i^{(1)}} m \pi}, \tag{E4}
\]

wherein it is easy to show that

\[
l_i^{(3/2)}(k_i) = \frac{i^n}{2} e^{-\frac{i k_i}{2} n \pi} \left[ \sin \left( \frac{\pm k_i w_j}{2} + m \pi \right) + (-1)^n \sin \left( \frac{\pm k_i w_j}{2} - m \pi \right) \right], \tag{E5}
\]

with \(\sin(c) := \frac{e^{ic} - e^{-ic}}{2i}. \) Since \(C(k_i, \omega) := C(k_i, \omega) = 0\) is the dispersion relation for (i.e. providing the means of determining the \((k_i, \omega)\) couples leading to a possible resonance associated with the excitation of Love modes, we can say that (E4) is the dispersion relation for quasi Love modes. We note that: (i) quasi Love modes are different from Love modes which, at present, means that the \((E_4)\) couples for which \(D(k_i, \omega) = 0\) are not identical to the \((k_i, \omega)\) couples for which \(C(k_i, \omega) = 0\), (ii) when \(h_j \rightarrow 0; \) \(\forall j \in \mathbb{R}\), the dispersion relation for quasi Love modes becomes the dispersion relation for Love modes, (iii) for small \(k_{2m}^{(1)}\) b and/or small \(\mu_2^{(1)}/\mu_1^{(1)}\) and/or \(k_i^{(1)}\), the quasi Love modes are a small perturbation of Love modes, which means here that the \((k_i, \omega)\) couples for which \(D(k_i, \omega) = 0\) are close to the \((k_i, \omega)\) couples for which \(C(k_i, \omega) = 0\), (iv) the dispersion relation for quasi Love modes is independent of the number of blocks (provided this number is greater than 0).

To substantiate these remarks (when necessary) and obtain a more detailed picture of the features of the quasi Love modes as compared to those of the Love modes, we must analyse more closely (E4). For \(m = 0\) we have

\[
l_i^{(1/2)}(k_i) = e^{\frac{i k_i}{2} n \pi} \sin \left( \frac{\pm k_i w_j}{2} \right), \tag{E6}
\]

and for \(k_i w_j \neq \pm m \pi\), we have

\[
l_i^{(3/2)}(k_i) = \frac{\pm 2k_i w_j}{k_i w_j} \left[ \sin \left( \frac{\pm k_i w_j}{2} + m \pi \right) + (-1)^n \sin \left( \frac{\pm k_i w_j}{2} - m \pi \right) \right]. \tag{E7}
\]

To make a complex issue relatively simple, we assume that \(k_i w_j\) is effectively such as to be different from \(m \pi\) for \(m = 0, 1, 2, \ldots\). Then

\[
D(k_i, \omega) = \cos \left( k_i^{(1)} h \right) - \frac{\mu_1^{(1)} k_i^{(1)}}{\mu_0^{(1)} k_i^{(1)}} \sin \left( k_i^{(1)} h \right) - \left[ \cos \left( k_i^{(1)} h \right) - \frac{\mu_0^{(0)} k_i^{(0)}}{\mu_0^{(1)} k_i^{(1)}} \sin \left( k_i^{(1)} h \right) \right] \times \frac{i}{2\mu_0^{(1)}} \sum_{j=0}^{\infty} e^{-\frac{2\pi k_i^{(1)}}{k_i^{(1)}} m \pi} \frac{\mu_0^{(2)} k_{2m}^{(1)}}{\mu_0^{(1)} k_i^{(1)}} \tan \left( k_i^{(1)} h \right) \sum_{j=0}^{\infty} e^{-\frac{2\pi k_i^{(1)}}{k_i^{(1)}} m \pi}, \tag{E8}
\]

which rather clearly substantiates the aforementioned remarks.

Consider the first term in (E4). This term is significant only for small \(k_i w_j/2\) due to the sinc function whose modulus decays rapidly as its argument increases. Another feature of this term is that it vanishes when \(k_i^{(1)} h_j = l\pi; l = 0, 1, 2, \ldots\), which occurs when the zeroth-order
quasi-mode in a block encounters a stress-free boundary condition at the base of the block (i.e., $u_{2,jl}^{(2)}|_{z=0} = 0$), in which case the latter is disconnected from the underground (since no wave can penetrate into the layer) from the point of view of the fundamental block quasi mode. This corresponds to the stress-free base block mode. It is then logical that this quasi mode of the block should not perturb the dispersion characteristics of the mode of the whole configuration.

The analysis of the series term in $[.]$ is more difficult. It is clear that a few terms of this series should be retained, unless $k_{lj} = b_j$ and/or $k_{iw}$ are very small. The subsequent terms of the series become rapidly small (with $m$) due to the fact that $\tan (k_{lj}^{(2)} b_j) \sim i \tanh (m \pi b_j / w_j)$ as $m \to \infty$ and $k_{lj}^{(2)} - 4 \pi b_j w_i^2 / (m \pi w_i^3 - m \pi b_j w_i) = O(m^{-1}); m \to \infty$.

In any case, it seems legitimate to adopt the following picture of what is going on: the base of a given block is a location where diffraction waves perturb the overall wave structure (with respect to what it was in the absence of the blocks) and therefore results in a modification of the characteristics of the modes in the layer and substratum (which were Love modes when the blocks were absent). This picture is consistent with the observation that the diffracted waves are more difficult to produce when the base segment of a block appears as a stress-free surface due to the fact that either $k_{lj} = b_j = 1; l = 0, 1, 2, \ldots$ or $\mu_{lj}^{(2)}/\mu_{lj}^{(1)} \ll 1$.

Beyond this, it is necessary to carry out a numerical study in order to see how the different parameters involved in the problem, notably those of the block, modify the dispersion characteristics of the modes of the configuration with respect to what these modes were (i.e. Love modes) in the absence of the blocks. The numerical study should also seek to evaluate the modification of the response (notably on the ground) of the configuration due to the presence of blocks.

E3 The emergence of the natural modes from the linear system of equations for $B_{bl}^{(2)j}$: quasi displacement-free base block modes

Eqs (D13)–(D14) signify that $B_{bl}^{(2)j}(\omega)$ becomes large when $C_{n} - B_{bl}^{(0)}$ becomes small, and that this occurs at all orders $p$ of approximation. The fact that $B_{bl}^{(2)j}(\omega)$ becomes inordinately large is associated with the excitation of a natural mode of the configuration. The equation $C_{n}(\omega) - B_{bl}^{(0)}(\omega) = 0$ is the approximate dispersion relation of the $n$th natural mode of the configuration.

Let us examine this relation in more detail.

\[ \cot (k_{lj}^{(2)} b_j) - \frac{i \mu_{lj}^{(2)}/\mu_{lj}^{(0)}}{2 \pi \mu_{lj}^{(0)}} \int_{0}^{\infty} I_{n}^{(0)}(k_{lj}^{(2)} - 4 \pi b_j w_i^2 / (m \pi w_i^3 - m \pi b_j w_i)) \frac{\cos (k_{lj}^{(2)} h) - i \mu_{lj}^{(2)}/\mu_{lj}^{(0)} \sin (k_{lj}^{(2)} h)}{\cos (k_{lj}^{(2)} h) - i \mu_{lj}^{(2)}/\mu_{lj}^{(0)} \sin (k_{lj}^{(2)} h)} dk_{lj}^{(2)} = \mathcal{F}_{bl}^{(n)}(\omega) - \mathcal{F}_{bl}^{(0)}(\omega), \]  

(E9)

which shows that the natural modes of the configuration result from the interaction of the fields in two substructures: the superstructure (i.e. block(s) above the ground), associated with the term $\mathcal{F}_{bl}^{(n)}(\omega)$, and the substructure (i.e. soft layer plus hard half-space below the ground), associated with the term $\mathcal{F}_{bl}^{(0)}(\omega)$. Each of these two substructures possesses its own natural modes, that is, arising from $\mathcal{F}_{bl}^{(n)} = 0$ for the superstructure, and $\mathcal{F}_{bl}^{(0)} = 0$ for the substructure, but the natural modes of the complete structure are the modes of the superstructure plus substructure, which are the modes of the superstructure plus substructure since they are defined by $\mathcal{F}_{bl}^{(n)} = \mathcal{F}_{bl}^{(0)} = 0$.

In order to find the natural frequencies of the complete structure, we first analyse the natural frequencies of each substructure and assume that all media in the structure are non-dissipative (i.e. elastic).

The solutions of the dispersion relation for the superstructure are:

\[ \mathcal{F}_{bl}^{(n)}(\omega) := \cot (k_{lj}^{(2)} b_j) = 0 \Leftrightarrow \omega = \omega_{bl}^{(n)} = \sqrt{\left( \frac{2m + 1}{2b_j} \right)^2 + \left( \frac{n \pi}{\omega_{lj}^{(0)}} \right)^2}; m, n = 0, 1, 2, \ldots. \]  

(E10)

which are the natural frequencies of vibration of a block with a displacement-free base (i.e. at these natural frequencies, $u_{2,jl}^{(0)}|_{z=0}$ vanishes on the base segment of the block).

Now consider the dispersion relation for the substructure of the entire structure. Due to the fact that the integrand is an even function of $k_{lj}$, it becomes

\[ \mathcal{F}_{bl}^{(0)}(\omega) := \frac{i \mu_{lj}^{(2)}/\mu_{lj}^{(0)}}{2 \pi \mu_{lj}^{(0)}} \int_{0}^{\infty} I_{n}^{(0)}(k_{lj}^{(2)} - 4 \pi b_j w_i^2 / (m \pi w_i^3 - m \pi b_j w_i)) \frac{\cos (k_{lj}^{(2)} h) - i \mu_{lj}^{(2)}/\mu_{lj}^{(0)} \sin (k_{lj}^{(2)} h)}{\cos (k_{lj}^{(2)} h) - i \mu_{lj}^{(2)}/\mu_{lj}^{(0)} \sin (k_{lj}^{(2)} h)} dk_{lj}^{(2)} = 0. \]  

(E11)

A few preliminary remarks are in order: i) since the term $\mathcal{F}_{bl}^{(i)}$ in the dispersion relation is absent in the absence of the infrastructure, we can say that the natural modes of the complete configuration are quasi displacement-free base block modes; quasi displacement-free base block modes are different from displacement-free base block modes which, at present, means that the $(n, \omega)$ couples for which $\mathcal{F}_{bl}^{(n)} = 0$ are not identical to the $(n, \omega)$ couples for which $\mathcal{F}_{bl}^{(i)} = 0$; ii) for small $\mu_{lj}^{(2)}/\mu_{lj}^{(1)}$, the quasi displacement-free base block modes are a small perturbation of displacement-free base block modes, which means here that the $(n, \omega)$ couples for which $\mathcal{F}_{bl}^{(i)} = 0$ are close to the $(n, \omega)$ couples for which $\mathcal{F}_{bl}^{(n)} = 0$; this is a relatively logical result in that when $\mu_{lj}^{(2)}/\mu_{lj}^{(1)}$ is small, the waves coming from the infrastructure have
more trouble penetrating into the blocks and modifying therein the modal structure, iii) the dispersion relation for quasi displacement-free base block modes is independent of the number of blocks (provided this number is greater than 0); this is a somewhat surprising result related to the choice of the iteration method for solving the linear system of equations for $B_0^{(20)}$, since a more accurate choice of method (one of which is described in Section E4) can be shown to lead to a somewhat different (although much more complicated) dispersion relation which depends on the number of blocks in the configuration.

We now analyse in more detail $F_{20}^{(2)}$, and, in particular, $F_{20}^{(2)}$. Recalling (E6), we get:

$$F_{20}^{(2)} = \int_0^{\pi} G(k_1, \omega) \, dk_1 = \frac{1}{\pi} \int_0^{\infty} \left[ \cos\left(\frac{k_1^2}{2} \right) - i \mu_{\text{in}} \sin\left(\frac{k_1^2}{2} \right) \right] \frac{dk_1}{k_1^2} = \int_0^{\infty} G(k_1, \omega) \, dk_1. \quad (E12)$$

Proceeding as Groby & Wirgin (2005a) and Groby & Wirgin (2005b), we decompose the integral into three parts (under the assumption $k_1^{(1)} > k_0^{(0)} > 0$) so as to obtain:

$$F_{20}^{(2)} = F_{20}^{(1)} + F_{20}^{(2)} + F_{20}^{(3)} \quad (E13)$$

wherein

$$F_{20}^{(3)} = \int_0^{\pi} G(k_1, \omega) \, dk_1 F_{20}^{(3)} = \int_0^{\pi} G(k_1, \omega) \, dk_1 \int_0^{\infty} G(k_1, \omega) \, dk_1 \quad (E14)$$

As shown in Groby & Wirgin (2005a) and Groby & Wirgin (2005b), $F_{20}^{(3)}$ usually dominates the other two terms, and this is due to the fact that the denominator in the integrand of $F_{20}^{(3)}$ can vanish for $k_1$ over a large portion of the interval of integration for frequencies at which Love modes are excited in the infrastructure, this occurring near the Haskell frequencies

$$v_{m\text{LOVE}}^2 \approx \frac{2m + 1}{2 \pi} c^{(1)} m, m \in \mathbb{N}, \quad (E15)$$

which corresponds to

$$k_{m\text{LOVE}}^{(1)} \approx k_{m\text{HASK}}^{(0)} \quad (E16)$$

$$k_{m\text{LOVE}}^{(2)} \approx k_{m\text{HASK}}^{(0)} \quad (E17)$$

The $\text{sinc}^2$ function in the integrand of $F_{20}^{(3)}$ is significantly large only in the interval $[0, 2\pi/w]$, so that a minimal requirement for capturing most of the contribution of the Love modes in $F_{20}^{(3)}$ at their frequencies of resonance is that $k_{1\text{LOVE}}^{(1)} > \frac{\pi}{w}$.

Of course, there exist other terms in the dispersion relation of the $n = 0$ mode, that is, $F_{20}^{(3)}$, $F_{20}^{(2)}$, and the contributions of the higher-than-fundamental Love modes to $F_{20}^{(3)}$. As concerns $F_{20}^{(3)}$ and $F_{20}^{(2)}$, we note that the former is complex and the latter is pure imaginary, whereas $F_{20}^{(1)}$ is real, so that we would expect to have $F_{20}^{(3)}$ and $F_{20}^{(2)}$ to contribute less to the dispersion relation than $F_{20}^{(1)}$. The contribution to the $n=0$ natural mode of higher-than-fundamental Love modes to $F_{20}^{(3)}$ is empirically found to be always less than that of the zeroth order Love mode.

The analysis of the $n > 0$ natural modes of the complete structure proceeds in the same manner as previously, and will not be given here.

E4 Another look at quasi displacement-free base block modes

The system of linear equations (D8) can be written as

$$B_n^{(20)}(\omega) = F_n^{(0)}(\omega) + \sum_{j=1}^{T} \sum_{m=0}^{\infty} Q_n^{(0)}(\omega) B_j^{(20)}(\omega); \forall l \in \mathbb{B}; \forall n \in \mathbb{Z}, \quad (E18)$$

wherein

$$P_n^{(x)}(\omega) = \frac{2 \pi}{\cos (k_{20}^{(20)} b)} \int_{-\infty}^{\infty} A_0^{(0)}(k_1, \omega) e^{ik_1} \left[ \frac{\bar{I}_n^{(x)}(k_1) e^{ik_1} dk_1}{\cos (k_1^{(1)}) \sin (k_1^{(2)})} \right] \quad (E19)$$

and

$$Q_n^{(x)}(\omega) = \frac{i \pi j}{2 \pi} \frac{\epsilon_n}{\cos (k_{20}^{(20)} b)} \frac{\mu_{(20)}^{(20)}}{\mu_{(1)}^{(1)}} \sin (k_{20}^{(20)} b) \times \int_{-\infty}^{\infty} \bar{I}_n^{(x)}(k_1) I_n^{(x-1)}(k_1) \left[ \frac{\cos (k_1^{(1)}) \sin (k_1^{(2)})}{\cos (k_1^{(1)}) \sin (k_1^{(2)})} - \frac{i \mu_{(1)}^{(1)} k_1^{(1)}}{\mu_{(20)}^{(20)} k_1^{(2)}} \sin (k_1^{(2)}) \right] e^{ik_1} \, dk_1. \quad (E20)$$
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The factor \( P^{(1)}(\omega) \) is clearly related to the driving function and must be set to zero in a modal analysis. The resulting set of equations, has a non trivial solution only if its determinant vanishes. The dispersion relation \( \{ \chi_{nm} \delta_{ij} - Q_{nm}^{(0)} \} = 0 \) can then be solved by a procedure, called the partition method, particularly appropriate if the off-diagonal elements of the matrix \( \{ \chi_{nm} \delta_{ij} - Q_{nm}^{(0)} \} \) are small compared to the diagonal elements: first one considers the matrix to have one row and one column,

\[
1 - Q_{00}^{(1)} = 0, \tag{E21}
\]

then to have two rows and two columns,

\[
\det \begin{pmatrix}
1 - Q_{00}^{(1)} & -Q_{01}^{(1)} \\
-Q_{10}^{(1)} & 1 - Q_{11}^{(1)}
\end{pmatrix} = 0 \Rightarrow \left( 1 - Q_{00}^{(1)} \right) \left( 1 - Q_{11}^{(1)} \right) - Q_{01}^{(1)} Q_{10}^{(1)} = 0, \tag{E22}
\]

etc.

If the off-diagonal elements of the matrix are considered to be negligible compared to the diagonal elements, the dispersion relation (E22) is simply that the product of the diagonal elements of the matrix should be nil, which means that any diagonal element of the matrix should be nil.

Consider the case in which it is \( 1 - Q_{00}^{(1)} \) that vanishes. This is equivalent to

\[
0 = \cot(k h) - \frac{ik}{2\pi} \frac{\mu}{\rho} \int_{-\infty}^{\infty} \cos \left( k x \right) \sin \left( k h \right) d k \tag{E23}
\]

which is the same as the dispersion relation of the zeroth-order quasi displacement-free base block mode obtained in the previous section. Thus, there is no apparent gain in adopting the analysis of the present section over that of the previous section in an attempt to resolve the difficulty mentioned previously connected with the fact that the dispersion relations do not depend on the number \( N_b \) of blocks in the city.

To resolve this problem, we must take into account the off-diagonal elements of the matrix because these elements contain the information on the number of blocks. Unfortunately, the inclusion of these off-diagonal elements makes the dispersion relation increasingly complicated and difficult to analyse as the order of approximation of the partition method (which consists in solving increasing (it is already quite complicated at first order). The only way to solve these dispersion relations (which consist in equating determinants of increasing rank to zero) is by numerical computation.

When more than one block (e.g. 2 blocks) are present, the dispersion relations becomes (if the off-diagonal elements of the matrix for each block considered independently can be neglected):

\[
\det \begin{pmatrix}
1 - Q_{00}^{(1)} & -Q_{01}^{(2)} \\
-Q_{10}^{(2)} & 1 - Q_{11}^{(2)}
\end{pmatrix} = 0 \Rightarrow \left( 1 - Q_{00}^{(1)} \right) \left( 1 - Q_{11}^{(2)} \right) - Q_{01}^{(2)} Q_{10}^{(2)} = 0 \tag{E24}
\]

which is quite different from the zeroth-order quasi displacement-free base block dispersion relation because the coupling term \( Q_{00}^{(1)} Q_{11}^{(2)} \) does not vanish and cannot be neglected. This term corresponds to the so-called structure–soil–structure interaction and accounts for the distance separating the two buildings. Its form is close to that of the term representative of the geophysical structure. Nevertheless, due to its complexity, it is difficult to carry out an analytical study of this relation.

The partition method emphasizes the role of the global superstructure, while the iteration method, described in Section E3, emphasizes the role of only one component (i.e. one block) of the superstructure. The partition method also accounts for all the possible interactions between blocks (the term \( \cot(k h) \)) and the geophysical structure through the terms \( Q_{0m}^{(0)} \) and the interaction between blocks through the terms \( Q_{0m}^{(1)} \) and \( Q_{0m}^{(2)} \).

Ultimately, the choice of method reduces to determining which one gives the best results, that is, results that are closest to reality. This can be determined only by full-blown numerical studies, the results of which will have to be compared to those of the FE method (employed as a reference). In fact, we find that the partition method gives the best results, and is therefore employed in all the subsequent numerical computations.

**APPENDIX F: EXPRESSION OF THE FIELDS** \( u^{(2)}(x, \omega) \), \( u^{(1)}(x, \omega) \) AND \( u^{(0)}(x, \omega) \) **FOR LINE SOURCE EXCITATION**

Once the quasi-modal coefficients \( B_{nm}^{(2)}, \forall m \in \mathbb{N}, \forall \ell \in \mathbb{B} \) are obtained from the system of equations (E18), the field in the block domain \( \Omega_{nm}^{(2)} \) is computed via (B10). This field vanishes on the ground at the frequency of occurrence of the displacement-free base mode of the block.

If \( m > 0 \), quasi modal coefficients can be neglected, so that the field in the block \( l \in \mathbb{B} \) takes the form

\[
u^{(2)}(x, \omega) \approx B_0^{(2)}(\omega) \cos(k h) \] \( \tag{F1} \)

which indicates that the displacement field is independent of \( x_1 \) and takes the form of a standing wave in the block.

Let us next consider the field in the layer. Combining (C1), (C3), (C4) and (C5), leads, via (B9), to:

\[
u^{(1)}(x, \omega) = u_s^{(1)}(x, \omega) + \sum_{\ell \in \mathbb{B}} u_s^{(1)}(x, \omega), \tag{F2} \]
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with

\[
\alpha^{(i)}(x, \omega) = \frac{iS(\omega)}{2\pi} \int_{-\infty}^{\infty} \frac{\cos (k_1^{(i)}x) e^{ik_1^{(i)}(x_1-x_2+2\gamma z_2-n)}}{\cos (k^{(i)}_1 h) - i \frac{\mu^{(i)}}{\rho^{(i)}_0} \sin (k^{(i)}_1 h)} dk_1^{(i)}.
\]  

(F3)

and

\[
\alpha^{(i,0)}(x, \omega) = \frac{i}{2\pi} \sum_{j\neq i} \frac{\mu^{(j)}}{\mu^{(i)}} B^{(j,0)}_n k^{(j,0)}_n w_j \sin (k^{(j,0)}_n h) \times \int_{-\infty}^{\infty} \frac{\cos (k^{(j,0)}_n (x_2 - h)) + i \frac{\mu^{(j)}}{\rho^{(i)}_0} \sin (k^{(j,0)}_n (x_2 - h))}{\cos (k^{(j,0)}_n h) - i \frac{\mu^{(j)}}{\rho^{(i)}_0} \sin (k^{(j,0)}_n h)} dk_1^{(j,0)}
\]  

(F4)

This expression indicates that the field in the layer is composed of: i) the field obtained in the absence of blocks and induced by the incident cylindrical wave, ii) the fields induced by the presence of each block. The displacement field \(\alpha^{(i)}(x, \omega) - \alpha^{(i,0)}(x, \omega)\) appears as a sum of block fields which are strongly linked together, since each coefficient \(B^{(j,0)}_n\) is calculated by taking into account the presence of the other blocks via (E18).

Let us finally consider the field in the substratum. Combining (C1), (C3), (C4) and (C5), leads, via (B8), to:

\[
\alpha^{(0)}(x, \omega) = \left\{ \alpha^{(i)}(x, \omega) + \alpha^{(i,0)}(x, \omega) \right\} + \sum_{j\neq i} \alpha^{(i,0)}(x, \omega)
\]  

(F5)

with

\[
\alpha^{(i,0)}(x, \omega) = \frac{iS(\omega)}{4\pi} \int_{-\infty}^{\infty} \frac{\cos (k^{(i)}_1 h) + i \frac{\mu^{(i)}}{\rho^{(i)}_0} \sin (k^{(i)}_1 h)}{\cos (k^{(i)}_1 h) - i \frac{\mu^{(i)}}{\rho^{(i)}_0} \sin (k^{(i)}_1 h)} e^{ik^{(i)}_1 (x_2-x_2+2\gamma z_2-n) - \omega \frac{k^{(i)}_1}{c}} dk_1^{(i)}.
\]  

(F6)

and

\[
\alpha^{(i,0)}(x, \omega) = \frac{i}{2\pi} \sum_{j\neq i} \frac{\mu^{(j)}}{\mu^{(i)}} B^{(j,0)}_n k^{(j,0)}_n w_j \sin (k^{(j,0)}_n h) \times \int_{-\infty}^{\infty} \frac{\cos (k^{(j,0)}_n (x_2 - h)) + i \frac{\mu^{(j)}}{\rho^{(i)}_0} \sin (k^{(j,0)}_n (x_2 - h))}{\cos (k^{(j,0)}_n h) - i \frac{\mu^{(j)}}{\rho^{(i)}_0} \sin (k^{(j,0)}_n h)} dk_1^{(j,0)}
\]  

(F7)

This expression indicates that the field in the substratum is composed of: i) the field obtained in the absence of the incident plus diffracted fields, the latter being induced by the incident cylindrical wave, (ii) the fields induced by the presence of each block; the latter takes the form of a sum of block fields which are strongly linked together, since each coefficient \(B^{(j,0)}_n\) is calculated by taking into account the presence of the other blocks via (E18).

### F1 Computational details for \(N_b < \infty\)

All integrals over which integration is performed in the calculation of the quasi-modal coefficients, through the linear system (E18), that is, in the calculation of \(\mathbf{I}^{(i)}\) and of \(Q^{(n)}_{\alpha^{(i)}}, (n, m) \in \mathbb{R}^2, (j, l) \in \mathbb{R}^2\), and in the calculation of the displacement fields \(\alpha^{(i)} = \alpha^{(i)} + \sum_{j\neq i} \alpha^{(i,0)}\) and \(\alpha^{(i,0)} = \alpha^{(i)} + \alpha^{(i,0)} + \sum_{j\neq i} \alpha^{(i,0)}\), are first reduced to \(\int_{-\infty}^{\infty}\). These intervals are then separated into \(I_1 = [0, \text{Re}(k^{(i)})] \) (interference of propagative waves), \(I_2 = [\text{Re}(k^{(i)}), \text{Re}(k^{(i)})] \) (excitation of quasi-Love waves) and \(I_3 = [\text{Re}(k^{(i)}), +\infty] \) (evanescent waves in the layer) in order to point out the different type of waves associated with the different possible phenomena in the geophysical structure. The numerical evaluation of these integrals is carried out by the procedure described in Groby & Wirgin (2005b).

### F2 Interpretation of the fields \(\alpha^{(i,0)}\) and \(\alpha^{(i,0)}\)

If the leading term of the quasi modal representation in each block \(l \in \mathbb{B}\) is dominant (i.e. the higher-order terms can be neglected), the fields \(\alpha^{(i,0)}(x, \omega)\) in (F4) and \(\alpha^{(i,0)}(x, \omega)\) in (F7) reduce to:

\[
\alpha^{(i,0)}(x, \omega) = \frac{i}{2\pi} \frac{\mu^{(i)}}{\mu^{(i)}} B^{(i,0)}_n k^{(i,0)}_n w_i \sin (k^{(i,0)}_n h) \int_{-\infty}^{\infty} \frac{\cos (k^{(i,0)}_n (x_2 - h)) + i \frac{\mu^{(i)}}{\rho^{(i)}_0} \sin (k^{(i,0)}_n (x_2 - h))}{\cos (k^{(i,0)}_n h) - i \frac{\mu^{(i)}}{\rho^{(i)}_0} \sin (k^{(i,0)}_n h)} dk_1^{(i,0)}
\]  

(F8)
Seismic response in urban sites

\[ u^{(0)}(x, \omega) = \frac{1}{2\pi \mu_0} \int_{-\infty}^{\infty} \cos(k_1 b_j) \, dk_1 \, u_0(x_1, x_2, \omega) e^{i k_2 b_j} \, dk_2, \]  

(F9)

It can be shown that each \( u^{(0)}(x, \omega) \) may be interpreted as the field radiated by a ribbon source of width \( w_j \), located at the base of each block \( j \in B \), and whose amplitude is of the form \( u_0(x_1, x_2, \omega) \). These sources are induced sources, that is, they do not introduce energy into the system, but each of them induces a modification of the repartition of the energy over the excitation frequency bandwidth. These sources are located at the top of the layer and should excite quasi-Love waves, as shown in Groby & Wirgin (2005a,b) and Groby & Wirgin (2004) (for applied sources).

If \( m > 0 \) quasi modes are relevant, the even-order modes correspond to ribbon sources of width \( w_j \), located at \( d_l \), \( l \in B \), while the odd-order modes correspond to line sources located at the edges of the blocks. The amplitudes of both of these types of induced sources depend on the order of the quasi modes and on the characteristics of the corresponding block.

**APPENDIX G: FIELD REPRESENTATIONS IN THE SPACE–FREQUENCY FRAMEWORK FOR \( N_b = \infty \)**

The formulation for the case of \( N_b < \infty \) identical (or non-identical) blocks was given in Appendix B.

The new feature here is the existence of an infinite number (i.e. \( N_b = \infty \)) of identical (in shape, dimensions and composition) blocks, separated (horizontally) one from the other by the constant distance \( d \) (called the period).

At present, the blocks are identified by indices in the set \( B = \{ \ldots, -1, 0, 1, \ldots \} = \mathbb{Z} \), with the understanding that the centre of the segment \( \Gamma_{i0}^b \) is at the origin.

Owing to the assumed plane wave nature of the incident wave, the periodic nature of \( \Gamma_i^b \), and the fact that the blocks are assumed to be identical in height (\( h \)), width (\( w \)), and composition, the field is quasi-periodic spatially (speaking this constituting the so-called Floquet relation, that is,

\[ u^{(1)}(x_1 + nd, x_2) = u^{(1)}(x_1, x_2) \exp(i \mu x_1 / \Omega_1); \forall x_1 \in \Omega_j; \forall n \in \mathbb{Z}; j = 0, 1. \]  

(G1)

wherein \( k_1' = k_1^0 \), \( s' = \sin \theta' \), and \( \theta' \) is the incident angle.

By virtue of separation of variables and the Floquet relation it is found that

\[ u^{(0)}(x, \omega) = u'(x, \omega) + \sum_{n=\infty}^\infty B_n^{(0)} \exp \left\{ i \left( k_{1n} x_1 + k_{2n}^0 (x_2 - h) \right) \right\}; x \in \Omega_0. \]  

(G2)

However, we can write

\[ u'(x, \omega) = \sum_{n=\infty}^\infty A_n' \exp \left\{ i \left( k_{1n} x_1 - k_{2n}^0 x_2 \right) \right\}; x \in \mathbb{R}^2, \]  

(G3)

wherein

\[ A_n' = S(\omega) b_{n0}, \]  

(G4)

\[ k_{1n} = k_1' n, \text{ and } k_{2n}^0 = \sqrt{(k_1')^2 - (k_2')^2} := k_2''^n, \]  

so that

\[ u^{(2)}(x, \omega) = \sum_{n=\infty}^\infty A_n' \exp \left\{ i \left( k_{1n} x_1 - k_2''^n x_2 \right) \right\} + \sum_{n=\infty}^\infty B_n^{(2)} \exp \left\{ i \left( k_{1n} x_1 + k_2''^n (x_2 - h) \right) \right\}; x \in \Omega_0. \]  

(G5)

In the same manner we find:

\[ u^{(1)}(x, \omega) = \sum_{n=\infty}^\infty A_n^{(1)} \exp \left\{ i \left( k_{1n} x_1 - k_2''^n x_2 \right) \right\} + \sum_{n=\infty}^\infty B_n^{(1)} \exp \left\{ i \left( k_{1n} x_1 + k_2''^n x_2 \right) \right\}; x \in \Omega_i. \]  

(G6)

The Floquet relation actually extends to \( \Omega_2 \) wherein it takes the form

\[ u^{(2)}(x_1, x_2, \omega) = u^{(2)}(x_1, x_2, \omega) \exp(i \theta') \]  

(j \in \mathbb{Z},

(G7)
wherein (as for the case $N_b < \infty$)

$$u^{[2]}(x, \omega) = u^{[2]}(x, \omega) = \sum_{n=\infty}^{\infty} B_n^{[2]} \cos \left[ k_{1n}^{[2]} (x_1 + w) \right] \cos \left[ k_{2n}^{[2]} (x_2 + h) \right]$$

$$: x \in \Omega_0,$$  \hspace{1cm} (G8)

with:

$$k_{1n}^{[2]} = \frac{m \pi}{w} \quad k_{2n}^{[2]} = \sqrt{(k_{1n}^{[2]})^2 - (k_{2n}^{[2]})^2} \quad \text{Re} k_{2n}^{[2]} \geq 0 \quad \text{Im} k_{2n}^{[2]} \geq 0 \quad \omega \geq 0.$$ \hspace{1cm} (G9)

**APPENDIX H: INTERRELATIONS BETWEEN THE VARIOUS UNKNOWN COEFFICIENTS FOR THE CASE $N_b = \infty$**

By applying the various boundary conditions, we find:

$$A_n^{[1]} - B_n^{[1]} = \frac{w}{k_i} e^{i k_i w/2} \sum_{m=\infty}^{\infty} B_m^{[2]} \mu^{[2]}_m k_{1m}^{[2]} I_m \sin \left( k_{2m}^{[2]} h \right) ; \forall n \in \mathbb{Z},$$ \hspace{1cm} (H1)

$$B_m^{[2]} = \frac{\epsilon_m}{\cos \left( k_{1m}^{[2]} h \right)} \sum_{n=\infty}^{\infty} \left[ A_n^{[1]} + B_n^{[1]} \right] I_m e^{-i k_m w/2} ; \forall m = 0, 1, 2, ..., \hspace{1cm} (H2)

$$-\mu^{[0]} k_{2m}^{[0]} A_n^{[0]} e^{-i k_n w} + \mu^{[0]} k_{2m}^{[0]} B_n^{[0]} + \mu^{[1]} k_{2m}^{[1]} A_n^{[1]} e^{-i k_n w} - \mu^{[1]} k_{2m}^{[1]} B_n^{[1]} e^{-i k_n w} = 0 ;$$ \hspace{1cm} (H3)

$$A_n^{[0]} e^{-i k_n w} + B_n^{[0]} - A_n^{[1]} e^{-i k_n w} - B_n^{[1]} e^{-i k_n w} = 0 ; \forall n \in \mathbb{Z},$$ \hspace{1cm} (H4)

wherein

$$I_m^z = \int_0^1 \exp(\pm ik_m w \eta) \cos \left( k_{1m}^{[2]} w \eta \right) d \eta$$

$$= \frac{i^m \cos \left( k_{1m}^{[2]} w \right)}{2} \left[ \sin \left( k_{2m}^{[2]} w \eta \right) \frac{w}{2} + (-1)^m \sin \left( - k_{2m}^{[2]} w \eta \right) \frac{w}{2} \right] .$$ \hspace{1cm} (H5)

**APPENDIX I: DETERMINATION OF THE VARIOUS UNKNOWNS**

**11 Elimination of $B_m^{[2]}$ to obtain a linear system of equations for $B_m^{[0]}$**

After a series of substitutions (see Appendix H), the following matrix equation is obtained for $B_m^{[0]}$:

$$C_n^{[0]} B_m^{[0]} - \sum_{n=\infty}^{\infty} D_{nm} B_n^{[0]} = F_n ; \forall n \in \mathbb{Z},$$ \hspace{1cm} (I1)

wherein:

$$C_n^{[0]} := \cos \left( k_{2n}^{[2]} h \right) - i \frac{\mu^{[1]} k_{2n}^{[1]} \sin \left( k_{2n}^{[1]} h \right) }{\mu^{[0]} k_{2n}^{[0]} I_m}; \forall n \in \mathbb{Z}, \ j, l = 0, 1,$$ \hspace{1cm} (I2)

$$D_{nm} := \sum_{l=0}^{\infty} \frac{i \mu^{[1]} k_{2n}^{[1]} w}{\mu^{[0]} k_{2n}^{[0]} I_m} I_m^z \tan \left( \frac{k_{2n}^{[2]} h}{w} \right) C_n^{[0]} e^{i k_{2n}^{[2]} l h w/2},$$ \hspace{1cm} (I3)

and

$$F_n = S(n) e^{-i k_n w} C_n^{[0]} \delta_{00} + \sum_{l=0}^{\infty} \frac{i S(n) e^{-i k_n w} \mu^{[1]} k_{2n}^{[1]} \sin \left( k_{2n}^{[1]} h \right) I_m^z I_m^z e^{-i k_{2n}^{[2]} l h w/2}}{\mu^{[0]} k_{2n}^{[0]} I_m^z} .$$ \hspace{1cm} (I4)

Eq. (I1) is a matrix equation, which, in principle, enables the determination of the vector $b^{[0]} : \{ B_n^{[0]} ; n = 0, \pm 1, \pm 2, ... \}$. 
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II2 Elimination of \( B^{[m]}_n \) to obtain a linear system of equations for \( B^{[2]}_n \)

The procedure is again to make a series of substitutions (see Appendix H) which now leads to the linear system for \( B^{[2]}_n \); \( \forall l \in \mathbb{N} \):

\[
B^{[2]}_n = P_l + \sum_{m=0}^{\infty} Q_{nl} B^{[2]}_m; \forall l \in \mathbb{N},
\]

wherein

\[
Q_{nl} = \sum_{n=-\infty}^{\infty} \frac{i \epsilon_n k_{[m]}^2 d^{[2]} \sin \left( k_{[m]}^2 b \right)}{\mu^{[2]} k_{[m]}^2 d \cos \left( k_{[2]}^2 b \right) C_{[1]}^{[10]}}.
\]

and

\[
P_l = \sum_{m=0}^{\infty} A_m \left[ \frac{2 \epsilon_l \exp \left( -i k_{[2]}^m h \right) \exp \left( -i k_{[2]}^m \right) }{\cos \left( k_{[2]}^2 b \right) C_{[1]}^{[10]} l_{[0]}^{[2]} \mu i} = S_l^{(\omega)} \frac{2 \epsilon_l \exp \left( -i k_{[2]}^m \right) \exp \left( -i k_{[2]}^m \right) l_{[0]}^{[2]} }{\cos \left( k_{[2]}^2 b \right) C_{[0]}^{[10]}},
\]

Eq. (15) is a matrix equation, which, in principle, enables the determination of the vector \( b^{[2]} \): \( \{ B^{[2]}_n \}; m = 0, 1, 2, \ldots \).

APPENDIX J: MODAL ANALYSIS FOR \( N_b = \infty \)

J1 General considerations

At this point, it is important to recall that the ultimate goal of this investigation is to predict the response of an urban site to a seismic wave. This response takes the form of the displacement field at various locations on the ground as a function of time. Thus, the field quantities of interest are the space–time expressions of \( a^{(1)}_m ; j = 0, 1, 2 \).

On account of what was written above, the space–time framework diffracted field in \( \Omega_1 \) can be written as

\[
u^{[0]}(x, \omega) = \int_{-\infty}^{\infty} dk \int_{-\infty}^{\infty} d\omega B^{[0]}(k_1, \omega) \exp \left[ i \left( k_1 x_1 + k_{[0]}^{(1)} (x_2 - h) - \omega t \right) \right],
\]

with similar types of expressions for the fields in \( \Omega_1 \) and \( \Omega_2 \), as well as for the (incident) excitation field (note that \( B^{[0]}(k_1) = \sum_{n=-\infty}^{\infty} B^{[0]}_n (k_n - k_1) \) in the case of a periodic city). These expressions possess at least four important features.

The first feature, underlined in Groby & Wirgin (2005a) and Groby & Wirgin (2005b), is that the time framework fields are expressed as integrals over the horizontal wavenumber \( k_1 \) and angular frequency \( \omega \) of functions that represent, for each \( k_1 \) and \( \omega \) (and assuming there is no material attenuation in the media), either a propagating or evanescent plane wave, the amplitude of which is a function such as \( B^{[0]}(k_1, \omega) \).

A second important feature, underlined in Groby & Wirgin (2005a) and in the first part of this paper, is that the amplitude functions, such as \( B^{[0]}(k_1, \omega) \), exhibit resonant behaviour (i.e. can become large in the presence of material losses, or even larger (and sometimes, infinite) in the absence of material losses), in the neighbourhood of certain values, \( k_1^* \) of \( k_1 \) and \( \omega^* \) of \( \omega \), which are characteristic of the modes of the structure giving rise to these fields.

The third feature, brought out in Groby & Wirgin (2005a) and Groby & Wirgin (2005b), is that resonances can be provoked by the solicitation when: a) the frequency \( \omega \) of one of the spectral components of the latter is equal to one of the natural frequencies \( \omega^* \) and b) the horizontal wavenumber of one of the component plane waves of the excitation field is equal to \( k_1^* \).

The fourth feature is that a mode (such as the well-known Love mode) corresponds to \( \| k_1^* \| > \| k^{[0]} \| \), which means that the plane wave associated with an excited mode is necessarily evanescent in \( \Omega_1 \). Consequently, to bring \( \| k_1 \| \) (which is a sort of momentum) up to the required level, requires a momentum boost which is provided either by the incident field (i.e. the latter should contain evanescent wave components with horizontal wavenumbers \( \| k_1 \| \geq \| k^{[0]} \| \)) and/or by the scattering structure (site) itself.

In Groby & Wirgin (2005a) and Groby & Wirgin (2005b), the site had horizontal, flat boundaries and interfaces and all the media were homogeneous, so that it could not provide the required momentum boost. Moreover, it was shown in Groby & Wirgin (2005a) and Groby & Wirgin (2005b) (and again, earlier herein) that if the incident field takes the form of a propagating (bulk) plane wave, the (Love) modes of the site cannot be excited, this being possible only if the incident field contains the required evanescent wave component, as is the situation in the wave which is radiated by a line source.

At present, the incident field takes the form of a propagating plane wave and the momentum boost is provided by the periodic uneveness of the surface (in quanta of \( \frac{2\pi}{\lambda} \)), as manifested by the presence of evanescent waves in the field representations, so that we can expect the configuration to exhibit resonant behaviour corresponding to the excitation of some sort of modes.

The remainder of this section is devoted to the characterization of these modes and to the methods for finding the \( (k_1^*, \omega^*) \) with which they are associated.

J2 The emergence of the quasi-Love modes of the configuration from the iterative solution of the matrix equation for \( B^{[m]}_n \)

Eq. (11) can be rewritten as

\[
B^{[m]}_n = \sum_{m=-\infty}^{\infty} D_{nm} B^{[0]}_m (1 - \delta_{nm}) + F_n; \forall n \in \mathbb{Z}.
\]
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which can be solved in iterative manner as follows:

\[ B^{(0,\ell)}_n = \frac{\Lambda^{(0)}_n}{C^{(0)}_n - D_{nn}} F_n \]

in equation (15).

\[ \Lambda^{(0)}_n = F_n, \]
\[ \Lambda^{(0,\ell)}_n = F_n + \sum_{n=-\infty}^{\infty} D_{nn} B^{(0,\ell-1)}_n (1 - \delta_{nn}), \]

from which it becomes apparent that the solution \( B^{(0,\ell)}_n \), to any order \( \ell \) of approximation, is expressed as a fraction, the denominator of which (not depending on the order of approximation), can become small for certain values of \( k_n \) and \( \omega \) so as to make \( B^{(0,\ell)}_n (\omega) \), and (possibly) the field in the substratum, large at these values.

When this happens, a natural mode of the configuration, comprising the blocks, the soft layer and the hard half substratum, is excited, this taking the form of a resonance with respect to \( B^{(0,\ell)}_n \); that is, with respect to the field in the substratum. As \( B^{(0,\ell)}_n \) is related to \( A^{(0)}_n \) and \( B^{(0)}_n \) via (H3)–(H4), the structural resonance also manifests itself in the layer for the same \( k_n \) and \( \omega \).

The matrix equation (98) can be written as

\[ (C - D)b = f \]

wherein: the matrix \( C^{(10)} \) has components \( C^{(10)}_{\ell,\mu} = C^{(10)}_{\ell,\mu} \delta_{\mu,\ell} \), \( D \) has components \( D_{nn} \), and the vectors \( b \) and \( f \) have components \( B^n_0 \) and \( F_n \), respectively. The modes of the configuration are obtained by turning off the excitation (Wirgin & Bard 1996), embodied in the vector \( f \). Thus, the non-trivial solution of the homogeneous matrix equation (66) is the solution of the (dispersion relation)

\[ \det (C^{(10)} - D) = 0. \]

The equations

\[ D_n = C_n^{(10)} - D_{nn} = C_n^{(10)} = \sum_{l=0}^{\infty} \sum_{\mu=0}^{\infty} \frac{\omega_{l}^{2}}{\mu^{2}k_{\mu}^{2}w} |l_{n,l_{n,l}}| l_{n,l_{n}} \tan (\theta_{\mu}^{(1)} b) C^{(10)}_{\mu,l}; n = 0, \pm 1, \ldots, \]

associated with a singularity in the iterative procedure (J3), also correspond to an approximation of the dispersion equation of the modes (J7) when the off-diagonal elements of the matrix \( C^{(10)} - D \) are small compared to the diagonal elements. Such a situation does not necessarily prevail, but it is nevertheless useful to obtain a first idea of the natural frequencies of the modes from the simple relations (J6) rather than from the much more complicated relation (J7).

We note that:

\[ C^{(10)}_n = 0, \]

is the dispersion relation for ordinary Love modes. Consequently,

\[ D_n = 0, \]

is the dispersion relation of what we term quasi-Love modes which are generally different from ordinary Love modes.

When \( \beta \to 0 \), the dispersion relation for quasi-Love modes becomes the dispersion relation \( D_n = C^{(10)}_n = 0 \) for ordinary Love modes, and for small \( \mu^2 k_{\mu}^2 w / \mu_{l}^2 k_{\mu}^2 w \), the quasi-Love modes are a small perturbation of ordinary Love modes.

**J3 The emergence of the quasi displacement-free base block modes and quasi-Cutler modes of the configuration from iterative solutions of the linear system of equations for \( B^{(0,\ell)}_n \)**

**J3.1 Approximate dispersion relations arising from the first type of iterative scheme**

An iterative procedure for solving the linear set of equations (15) is expressed by:

\[ B^{(12,\ell)}_n = \frac{P_{\ell}}{1 - Q_{\ell}}; \forall \ell \in \mathbb{N}, \]

\[ B^{(12,\ell)(\omega)} = B^{(12,\ell)(\omega)} + \sum_{\mu=0}^{\infty} Q_{\mu,\ell} (1 - \delta_{\mu,\ell}) B^{(2)(\ell-1)}_\mu; l = 1, 2, \ldots; p = 1, 2, \ldots \]

The fact that \( B^{(12,\ell)(\omega)} \) becomes large when \( 1 - Q_{\ell} \) is small (which occurs at all orders \( \ell \) of approximation) is associated with the excitation of a natural mode of the configuration. The equations \( 1 - Q_{\ell} = 0; \ell \in \mathbb{N} \) are the approximate dispersion relations of the \( \ell \)th natural modes \((\ell \in \mathbb{N})\) of the configuration. They are approximate in nature because they are obtained by neglecting the off-diagonal terms in the matrix equation (15).
Nevertheless, let us examine this dispersion relation in more detail:

\[ F_m := \cot \left( k_{mn}^2 b \right) - \sum_{k=\infty}^{\infty} \frac{u}{k_{mn}^2} \frac{C^{[2]}_{mn} \cot \left( k_{mn}^2 b \right)}{C^{[0]}_{mn}} I_{mn}^1 := F_{1m} - F_{2m} = 0; \quad m \in \mathbb{N}, \]  

which shows that the modes of the configuration result from the interaction of the fields in two substructures: the superstructure (i.e. the blocks above the ground), associated with the term \( F_{1m} \), and the substructure (i.e. the soft layer plus the hard half space below the ground) associated with the term \( F_{2m} \). Each of these two substructures possesses its own modes, that is, arising from \( F_{1m} = 0 \), for the superstructure, and \( F_{2m} = 0 \), for the substructure, but the modes of the complete structure are neither the modes of the superstructure nor those of the substructure, since they are defined by \( F_{1m} - F_{2m} = 0; \quad m \in \mathbb{N} \).

In order to obtain the natural frequencies of the complete structure, we first analyse the natural frequencies of each substructure, and assume that all the media are non-dissipative (i.e. elastic).

The solutions of the (approximate) dispersion relations for the superstructure are:

\[ F_{1m} := \cot \left( k_{mn}^2 b \right) = 0 \iff \omega = \omega_{mn} = c^{[2]} \sqrt{\left( \frac{2(n+1)\pi}{2b} \right)^2 + \left( \frac{m\pi}{w} \right)^2}; \quad n, \quad m = 0, 1, 2, \ldots, \]  

which are the natural frequencies of vibration of a block with displacement-free base (i.e. at these natural frequencies, \( u^{[2]}_{mn} = 0 \) vanishes on the base segment of the block).

Next consider the dispersion relations for the geophysical (sub)structure, \( F_{2m} = 0; \quad m \in \mathbb{N} \). As pointed out earlier in this paper, the sum in this relation can be split into three parts corresponding to: (i) propagative waves in both the substratum and the layer, (ii) evanescent waves in the substratum and propagative waves the layer, (iii) evanescent waves in both the substratum and layer. Only the second part can lead to a vanishing denominator, and also to the satisfaction of the dispersion relation of Love modes.

We note that for small \( w/b \), and/or small \( b \), the quasi displacement-free base block modes are a small perturbation of the displacement-free base block modes. We also note that the approximate dispersion relations for the configuration involving an infinite set of equi-spaced identical blocks are similar to the dispersion relations obtained above for a small number of blocks, in that they betray the existence of a combination of quasi-Love and quasi displacement-free base block modes.

### J3.2 Approximate dispersion relations resulting from a second type of iterative scheme

Let \( \mathbf{Q} \) denote the matrix of components \( Q_{ni} \), \( \mathbf{I} \) the identity matrix, and \( \mathbf{b} \) the vectors of components \( B_i^{[2]} \) and \( P_i \), respectively.

The system of linear equations (15) can be written as the matrix equation (for the determination of the unknown vector \( \mathbf{b} \))

\[ (\mathbf{I} - \mathbf{Q}) \mathbf{b} = \mathbf{p}. \]  

The modes of the configuration are obtained by turning off the excitation (Wirgin 1995), embodied in \( \mathbf{p} \). The non-trivial solutions of (15) are then obtained from

\[ \det(\mathbf{I} - \mathbf{Q}) = 0. \]  

An iterative (partition) procedure for solving this equation, which is different from the preceding one, and is particularly appropriate if the off-diagonal elements of the matrix are small (but non neglected) compared to the diagonal elements, is first to consider the matrix to have one row and one column, that is,

\[ 1 - Q_{00} = 0, \]  

then to consider it to have two rows and two columns,

\[ \begin{vmatrix} 1 - Q_{00} & -Q_{01} \\ Q_{10} & 1 - Q_{11} \end{vmatrix} = (1 - Q_{00})(1 - Q_{11}) - Q_{01}Q_{10} = 0, \]  

and so forth.

We shall not go into the details of these various approximate expressions of the dispersion relation because they become extremely involved beyond (17). However, it is of historical and didactic interest to examine (17) in detail. This is done in the next section.

### J3.3 Solution of the zeroth-order dispersion relation arising in the two types of iterative schemes: the Cutler mode

We rewrite the lowest-order approximation of the dispersion relation (15) (equivalent to (J8) for \( n = 0 \)) in the form first given in Wirgin (1988):

\[ D_0 = 1 - \frac{w}{k_{b}^{[2]}b^{[2]}} \tan \left( k_{b}^{[2]}b^{[2]} \right) \sum_{n=\infty}^{\infty} \frac{k_{mn}^{[0]} \sin^2 \left( k_{mn}^{[2]}b^{[2]} \left( \frac{w}{2} \right) \right) C^{[0]}_{mn}}{C^{[2]}_{mn}} = 0. \]  

We now consider the cases (first studied in Cutler 1944; Rotman 1951; Hurd 1954; Borgnis & Papas 1958; Hougardy & Hansen 1958; Auld et al. 1976; Gulyaev & Plesskii 1978; Wirgin 1988) in which the layer is filled with the same material \( M^{[0]} \) as that of the substratum (actually, in most of the cited publications, \( M^{[2]} \) was also taken equal to \( M^{[0]} \), but this is not done here, for the moment at least). Thus, \( \mu^{[1]} = \mu^{[0]} \)
where $k^{[1]} = k^{[0]}$. In addition, we recall that $M^{[0]}$ is non-dissipative, so that $\mu^{[0]}$ and $\mu^{[2]}$ are real. We shall also suppose, to simplify matters, that $\mu^{[2]}$ and $k^{[2]}$ are real (i.e. $M^{[2]}$ is lossless).

Then

$$D_0 = 1 - i\delta k\tan (k^{[2]}b) \sum_{n = \pm 1}^{k^{[0]}N} \frac{1}{k^{[2]}_n} \sin^2 \left(\frac{k^{[2]}b}{\pi} n\right) = 0,$$  \hspace{1cm} (J20)

in which $\delta := \frac{\omega}{\omega_0}$, $\alpha := \frac{\omega^{[1]}_0}{\omega_0}$, $\kappa := \frac{\omega^{[2]}_0}{\omega_0}$, $\beta := \frac{\omega^{[3]}_0}{\omega_0}$. Suppose that there exists an integer $N$ for which one of the terms in the series is very large compared to the rest of the series. We thus can write

$$D_0 = 1 - i\delta k\tan (k^{[2]}b) \left[ \frac{k^{[0]}_0}{k^{[2]}_0} \sin^2 \left(\frac{k^{[2]}b}{\pi} \right) + R_0 \right] = 0,$$

with

$$R_0 := \sum_{n = \pm 1}^{k^{[0]}N} \frac{1}{k^{[2]}_n} \sin^2 \left(\frac{k^{[2]}b}{\pi} n\right).$$

(J21)

Let $k_1 := k^{[2]}_1$ and $k_2 := k^{[2]}_2$. It follows that

$$k_1 = k_2 = k^{[2]}_1(2n - N) \frac{n}{d} \Rightarrow k_2^0 \frac{n}{d} = k_1^0 \frac{n}{d} = k^{[2]}_1(2n - N) \frac{n}{d} = k_1 + (n - N)\pi \delta.$$  \hspace{1cm} (J23)

Now, for the $n = N$ term to be large, at the very least $||k_1 - || \ll 1$ and $k^{[2]}_1 = 0$. The first of these two conditions is synonymous with

$$\sin \left(\frac{k_1^0}{\pi} \right) = 0.$$  \hspace{1cm} (J24)

A corollary is that

$$\sin \left(\frac{k_1^0}{\pi} \right) \cos \left(\frac{(n - N)\pi \delta}{\pi} \right) + \sin \left(\frac{k_1^0}{\pi} \right) \sin \left(\frac{(n - N)\pi \delta}{\pi} \right) = \sin \left(\frac{(n - N)\pi \delta}{\pi} \right).$$

(J25)

We shall also assume that $\delta \approx 0$ so that $\sin(k_1\pi) \approx \sin((n - N)\pi \delta) \approx 0 \Rightarrow R_0 \approx 0$, whence

$$1 - i\delta k\tan (k^{[2]}b) \left[ \frac{k^{[0]}_0}{k^{[2]}_2} \sin^2 \left(\frac{k^{[2]}b}{\pi} \right) \right] = 0,$$

which is the dispersion relation obtained by Rotman (1951).

If account is taken of (J24), then

$$1 - i\delta k\tan (k^{[2]}b) \left[ \frac{k^{[0]}_0}{k^{[2]}_2} \right] = 0,$$

(J26)

which, when $\kappa = 1$ (i.e. the case $M^{[2]} = M^{[0]}$), constitutes the dispersion relation first obtained by Cutler (1944).

Let us examine this relation in detail. Since all the parameters in the Cutler dispersion relation are real, the latter has no solution unless $k_2 = \sqrt{\kappa^{[2]}(4\gamma - k^{[2]}(2\gamma)}$ is imaginary, that is, $k_1 = i\sqrt{\kappa^{[2]}(4\gamma - k^{[2]}(2\gamma)}$, which occurs if $|k_1| > k^{[2]}$. If we recall that imaginary $k_1$ corresponds to an evanescent (i.e. surface) wave, then we can say that the Cutler mode is associated with the excitation of a surface wave.

We now inquire as to the conditions in which the Cutler mode can be excited. The first step is to find the values of $(\kappa, \omega)$ which are solutions of

$$1 - i\delta k\tan (k^{[2]}b) \left[ \frac{k^{[0]}_0}{k^{[2]}_2} \right] = 0; \left| k_1 \right| > k^{[2]}.$$  \hspace{1cm} (J28)

Another point of view is to consider $k_1$ to be the wavenumber (of a surface wave) to which is associated the phase velocity $c_1$ such that $k_1 = \frac{\pi}{c_1}$. Then it is easy to obtain (from J28)

$$c_1 = \frac{c^{[0]}}{\sqrt{1 + \left[ i\delta k\tan (\frac{\pi}{\omega_0}) \right]^2}}.$$  \hspace{1cm} (J29)

This relation, first published in Gulyaev & Plesskii (1978), shows that even if $M^{[2]}$ is non-dispersive (recall that it was assumed, from the start, that $M^{[2]}$ is non-dispersive), then the phase velocity of the Cutler mode is dispersive, that is, $c_1 = c_1(\omega)$ (which, of course, is the reason why one speaks of a dispersion relation in connection with a (e.g. Cutler) mode).

Several remarks are in order: (i) the Cutler mode corresponds to a slow (surface) wave with respect to the bulk plane waves in $\Omega$, since $c_1 \leq c^{[0]}$, (ii) $c_1(\omega)$ is a periodic function of $\omega$, since $c_1(\omega + \frac{\omega^{[2]}}{\omega_0}) = c_1(\omega)$; $\forall \in \mathbb{N}$, (iii) $c_1(\omega) = c^{[0]}$ for $\omega^0 = \omega_0$; $\forall \in \mathbb{N}$, (iv) $c_1(\omega) = 0$ for $\omega^0 = (2\gamma + 1)\omega_0$; $\forall \in \mathbb{N}$, (v) the phase velocity of the Cutler mode is all the closer to the phase velocity of bulk waves in $M^{[0]}$ for all $\omega$, the smaller is $\kappa$, (vi) on the contrary, for a Cutler mode with phase velocity very different from that of bulk waves in $M^{[0]}$, we must have a large contrast between the material properties of $M^{[0]}$ and $M^{[2]}$.

Let us now inquire as to the means of actually exciting a Cutler mode with an incident plane bulk wave. At first, this seems impossible (for the same reason it is not possible to excite a Love mode with an incident plane bulk wave). But we must not forget that the field in $\Omega$ is
composed not only of diffracted plane bulk waves, but also of diffracted evanescent waves, the possibility of these waves to exist being due to the uneven (at present, periodically uneven) geometry of the stress-free surface at the site.

The discussion concerning the Cutler mode began with the assumptions: (i) the term in the expression of the diffracted field in $\Omega_0$ corresponding to the $N_{th}$ order diffracted plane wave dominates all the other terms, and (ii) this diffracted wave is an evanescent wave, that is, $k^{(2)}_{2N}$ is imaginary. In the dispersion equation context, $k_1$ is a variable that has no particular connection with the solicitation. When the site is solicited by a plane bulk wave, then $k_{1N} = k'_1 = \frac{2\pi}{a}N$, with $k_1 = k^{(0)}\sin \theta'$ the factor directly related to the solicitation ($\theta'$ the angle of incidence). Thus, for the $N_{th}$ order evanescent diffracted wave to be excited, we must have

$$k_1 = k_{1N} \Rightarrow k_1 = k'_1 + \frac{2\pi}{a}N,$$  \hspace{1cm} (J30)

with $N$ such that $k^{(0)}_{1N} = i\sqrt{(k^{(2)}_{1N} - (k^{(0)}_1)^2)}$. This so-called coupling relation, that is (J30), translates the fact that the periodic topography adds the momentum $\frac{2\pi}{a}N$ necessary to convert the incident bulk wave into an evanescent wave (whose phase velocity is smaller than that of the bulk wave, and whose horizontal wavenumber is therefore larger than the wavenumber $k^{(0)}_1$ of the incident bulk wave).

In order for a resonance to occur in the $N_{th}$ order mode, the frequency of one of the components of the spectrum of the excitation must be equal to a natural frequency of the mode. Although this is a necessary condition, it is not a sufficient condition, because we must also have $\|k_1\| = \|k_{1N}\| > \|k^{(0)}_1\|$. A remark is in order concerning what happens when $R_0$ is not neglected in the expression of $D_n$. The subset, in this remainder term, involving the $n$ for which $k_{2n}$ is imaginary (i.e. corresponding to evanescent waves), will modify somewhat the (real) solutions of what formerly constituted the Cutler dispersion relation, whereas the subset involving the $n$ for which $k_{2n}$ is real (i.e. corresponding to propagative waves) adds an imaginary part to the (real) solutions of what formerly constituted the Cutler dispersion relation. Thus, the evanescent Cutler wave becomes a leaky wave, that is, a wave with complex $k_1$.

J3.4 Solution of the zeroth-order dispersion relation when $M^{(1)} \neq M^{(0)}$: the quasi-Cutler mode

The dispersion relation (J19) has been studied in Virgin (1988) and is a subset of the dispersion relations analysed in Section J2 of Appendix J. Not much more, other than what is revealed by a numerical analysis, can be added to the text in Sections J2 and J3.3, due to the complexity of (J19).

To make a long story short, one finds that the presence of the layer transforms the Cutler mode into a quasi Cutler mode which is all the closer to a Cutler mode the smaller is the layer thickness $h$ and/or the closer the material parameters of the layer are to those of the substratum. If, on the other hand, $h$ is not very small, and/or the material parameters of the layer are very different from those of the substratum, then the quasi-Cutler mode becomes an entity entirely different from that of the Cutler mode; in fact, it resembles a Love mode, so that it is better to represent the phenomena in terms of quasi-Love modes (as in Section J2) than in terms of quasi-Cutler modes.

APPENDIX K: COMPUTATION OF THE FIELDS $U^{(0)}$, $U^{(1)}$ AND $U^{(2)}$ FOR $N_B = \infty$

The quasi-modal coefficients $B^{(m)}_n(\omega), \forall m \in \mathbb{N}$ are obtained by employing the partition procedure (i.e. reducing the infinite-order matrix in (J15) to a $M \times M$ matrix and the vectors to $M$-tuple vectors, solving the finite-order matrix equation so obtained, and increasing $M$ until convergence is obtained of the successive $M_{th}$ order approximate solutions). Once the $B^{(m)}_n(\omega), \forall m \in \mathbb{N}$ are computed in this manner, the field in the block domain $\Omega_2$ is obtained via (G8). This field vanishes on the ground at the frequencies of occurrence of the displacement-free base modes of the block.

Let us next consider the field in the layer. Combining (H1)–(H4) leads, via (G5), to:

$$u^{(1)}(x, \omega) = \frac{2S(\omega)}{C_0^{(0)}} \exp \left[i \left(k^{(1)}_1 x \sin \theta' - k^{(2)}_2 h \right) \right] \cos \left(k^{(0)}_2 x_2 \right)$$

$$+ \sum_{n=\infty}^{\infty} \sum_{s=\infty}^{\infty} B^{(2)}_n \frac{\mu^{(2)}_n \mu^{(0)}_s}{\mu^{(0)}_s k^{(0)}_2 d} c^{(0)}_n \sin \left(k^{(2)}_n x_2 \right) \exp \left[i k^{(0)}_2 \left(\frac{w}{2} + x_2 \right) \right]$$

$$\times \left[ \cos \left(k^{(0)}_2 (x_2 - h) \right) + i \frac{\mu^{(2)}_n \mu^{(0)}_s}{\mu^{(0)}_s k^{(0)}_2} \sin \left(k^{(2)}_n (x_2 - h) \right) \right].$$  \hspace{1cm} (K1)

Let us finally consider the field in the substratum. Combining (H1)–(H4) leads, via (G6), to:

$$u^{(0)}(x, \omega) = u'(x, \omega)$$

$$+ S(\omega) \exp \left[i \left(k^{(1)}_3 x_3 + k^{(0)}_3 (x_3 - 2h) \right) \right] \cos \left(k^{(1)}_3 h \right) \frac{\sin \left(k^{(1)}_3 h \right)}{C_0^{(0)}}$$

$$+ \sum_{n=\infty}^{\infty} \sum_{s=\infty}^{\infty} i \exp \left[i \left(k^{(0)}_n x_1 + k^{(0)}_s (x_2 - h) \right) \right] B^{(2)}_n \frac{\mu^{(2)}_n \mu^{(0)}_s}{\mu^{(0)}_s k^{(0)}_2 d} c^{(0)}_n \sin \left(k^{(2)}_n h \right) \exp \left(i k^{(0)}_n \frac{w}{2} \right).$$  \hspace{1cm} (K2)
Expressions (K1) and (K2) indicate that both displacement fields $u^{(1)}(x, \omega)$ and $u^{(2)}(x, \omega)$ are composed of: (i) the field obtained in the absence of the blocks and induced in the layer or substratum by the incident plane wave, (ii) the field induced by the presence of the blocks, which appears as a field radiated by an infinite number of identical source distributions (each one related to a given block). In particular, each of these induced sources takes the form of a ribbon source of width $w$ located at the base segment of a block when it is related to the zeroth-order quasi-mode (see the companion paper).

When a mode is excited (i.e. at a resonance frequency), one or several of the $B_m^{(2)}$ can become large, in which case it is possible for the fields to become large at resonance. This will be demonstrated in the numerical examples which follow.
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I. INTRODUCTION

Porous materials suffer from a lack of absorption at low frequencies, when compared to their efficiency at higher frequencies. The purpose of the present article is to investigate an alternative to multi-layering by considering periodic inclusions embedded in a porous sheet attached to a rigid plate. This configuration results in a diffraction grating and a sonic-crystal,¹ constituted by the grating and its image or by the combination of grating, used in reflection. The inclusions and porous skeleton are assumed motionless.

The influence of a volume heterogeneity on absorption and transmission of a porous layer without rigid backing was previously investigated by use of the multipole method in Refs. 1 and 2. This was done by embedding a periodic set of high-contrast inclusions in a macroscopically homogeneous porous layer. The sizes of the inclusions are comparable to the wavelength in the porous medium, and the thickness and weight of the porous layer are relatively small for better efficiency when compared to those of usual multilayered packages. This leads either to an increase of the absorption coefficient, in the case of one layer of inclusions, or to band-gaps and a total absorption peak, in case of multi-layered set of inclusions (sonic crystal). The influence on the absorption was explained by mode excitation of the configuration, enabled by the periodic inclusions, whose structure leads to energy entrapment. Other works related to volume heterogeneities in macroscopically homogeneous porous material were carried out essentially by means of the homogenization procedure,³ possibly leading to double porosity materials,⁴ when the wavelength is larger than the size of heterogeneities.

The influence of the irregularities of the rigid plate, on which porous sheets are often attached, on the absorption coefficient was previously investigated by use of the multimodal method in Ref. 6, by considering periodic rectangular irregularities filled with air. In the particular case of one irregularity per spatial period, this leads to a total absorption peak associated with excitation of the fundamental modified mode of the backed plate. This is excited thanks to the surface grating. Other works related to surface irregularities were carried out, notably related to local resonances associated with fractal irregularities.⁷,⁸

Local resonance and trapped modes are another possibility to localize the field. Trapped modes were largely studied in waveguides⁹ or in periodic structures.¹⁰ Here, both theoretically and numerically, we investigate the changes in the absorption coefficient due to the embedding of a multiple inclusions grating in a rigid frame porous layer glued against a rigid wall. The effects of the modified mode of the plate and Bragg interference are clearly visible on the absorption curve, while a quasi-total (close to unity) absorption is obtained for a frequency below the fundamental quarter-wavelength resonance of the backed porous sheet. This peak exhibits some of the specific features of a trapped mode excitation.

II. FORMULATION OF THE PROBLEM

A. Description of the configuration

Both the incident plane acoustic wave and the porous layer are assumed to be invariant with respect to the
Cartesian coordinate \( x_3 \). A cross-sectional \( x_1 - x_2 \) plane view of the 2D scattering problem is shown Fig. 1.

Before the addition of the cylindrical inclusions, the layer is made of a porous material saturated by air (e.g., a foam), which is modeled (by homogenization) as a macroscopically homogeneous equivalent fluid \( \Omega^1 \). The porous sheet is backed by a rigid surface. The upper and lower flat, mutually-parallel boundaries of the layer, whose \( x_3 \) coordinates are \( H \) and 0, are designated by \( \Gamma_U \) and \( \Gamma_0 \), respectively. \( \Omega^0 \), the ambient fluid that occupies \( \Omega^0 \), and \( \Omega^1 \) are in firm contact through \( \Gamma_U \), making the pressure and normal velocity continuous across \( \Gamma_U \) \( (p(x) = 0) \) and \( \rho_1 \partial_\theta p(x) = 0 \), wherein \( \partial_\theta \) designates the generic unit vector normal to a boundary. \( \Omega^0 \) is rigid [Neumann type boundary conditions, \( \partial_\theta p(x) = 0 \)].

Inclusions, with a common spatial periodicity \( d \), are embedded in the porous layer and create a diffraction grating in the \( x_3 \) direction. Depending on the arrangement of the \( N \) inclusions in the unit cell, a diffraction grating or a sonic-crystal of period \( d^* \) can be formed \( (d^* \leq d) \). The set of indices by which the cylinders within the unit cell are identified is denoted by \( N^c \subseteq \mathbb{N} \). The \( j \)th inclusion occupies the disk \( \Omega^{(j)} \) of radius \( R^0 \) and is centered at \( x^{(j)} = (x_1^{(j)}, x_2^{(j)}) \). The inclusions are infinitely rigid (Neumann type boundary conditions on \( \Gamma^{(j)} \)), i.e., the contrast between the material that occupies \( \Omega^{(j)} \) and \( \Omega^0 \) is very large. This also means that the inclusions can consist in rigid tubes or holes posteriorly processed to create a rigid bound, because the only important thing is the Neumann type boundary conditions at the exterior boundary of the inclusion. This process can be used to reduce the weight of the final structure. Two subspaces \( \Omega^{(j)} \subseteq \Omega^0 \) are also defined, corresponding to the upper and lower part, respectively, of the porous layer without inclusions. The inclusions and porous skeleton are assumed motionless.

The total pressure, wavenumber, and wave speed are denoted by the generic symbols \( p \), \( k \), and \( c \), respectively, with \( p = p^0 \), \( k = k^0 = c_0^2/c^0 \) in \( \Omega^0 \), and \( p = p^1 \), \( k = k^1 = c_0^2/c^1 \) in \( \Omega^1 \), wherein \( c_0 \) = \( 2\pi \nu \) is the angular frequency, with \( \nu \) the frequency.

Rather than to solve directly for the pressure \( \tilde{p}(x,t) \) \( (x = (x_1, x_2)) \), we prefer to deal with \( \tilde{p}(x, \omega) \), related to \( p(x,t) \) by the Fourier transform \( \tilde{p}(x, \omega) = \int_{-\infty}^{\infty} \tilde{p}(x,t) e^{i\omega t} dt \). Henceforth, we drop the \( \omega \) in \( \tilde{p}(x, \omega) \) so as to denote the latter by \( \tilde{p}(x) \). The wavevector \( k^1 \) of the incident plane wave lies in the sagittal plane and the angle of incidence is \( \theta' \) measured counterclockwise from the positive \( x_1 \) axis. The incident wave propagates initially in \( \Omega^0 \) and is expressed by \( p(x) = A' e^{i(k_1 x_1 + k_2 x_2)} \), wherein \( k_1 = -k_0 \cos \theta', \ k_2 = k_0 \sin \theta' \), and \( A' = A' e^{i \phi} \) is the signal spectrum.

The plane wave nature of the incident wave and the periodic nature of \( \bigcup_{j \in \mathbb{N}} \Omega^{(j)} \) imply the Floquet relation

\[
\begin{align*}
  p(x_1 + d, x_2) &= p(x_1, x_2) e^{i2\pi x_1/d} ; \forall x \in \mathbb{R}^2 ; \forall q \in \mathbb{Z}.
\end{align*}
\]  

Consequently, it suffices to examine the field in the central cell of the plate.

The uniqueness of the solution to the forward-scattering problem is ensured by the radiation condition:

\[
\begin{align*}
  \lim_{|x| \to \infty} \frac{p(x)}{|x|^2} &= 0, \quad \text{as} \quad x \to H. \quad \text{(2)}
\end{align*}
\]

B. Material modeling

Rigid frame porous material \( M \) is modeled using the Johnson-Champoux-Allard model. The dynamic compressibility \( K \) and density \( \rho \), linked to the sound speed through \( c = \sqrt{1/(K\rho)} \) are

\[
\begin{align*}
  1/K &= \frac{\gamma P_0}{\phi} \left( \frac{\gamma - 1}{\gamma - 1} \left( 1 + \frac{\kappa}{\gamma P_0 G(\rho \omega)} \right)^{-1} \right),
  \rho &= \frac{\rho_\infty \omega_0}{\phi} \left( 1 + \frac{\kappa}{\gamma P_0 F(\rho \omega)} \right),
\end{align*}
\]

wherein \( \omega_0 = \sigma \phi/\rho \omega_\infty \) is the Biot frequency, \( \sigma = \sigma' \phi/\rho \omega_\infty \), \( \gamma \) the specific heat ratio, \( P_0 \) the atmospheric pressure, \( \rho \) the density of the fluid in the (interconnected) pores, \( \phi \) the open porosity, \( \omega_\infty \) the high frequency limit of the tortuosity, \( \sigma \) the static air flow resistivity, and \( \sigma' \) the static thermal resistivity. The scaling functions \( G(\rho \omega \phi) \) and \( F(\rho \omega \phi) \) are given by

\[
\begin{align*}
  G(\rho \omega \phi) &= \sqrt{1 - i\rho_0 P_0 \gamma \frac{2\pi \omega}{\sigma' \phi A^2}},
  F(\rho \omega \phi) &= \sqrt{1 - \rho_0 P_0 \gamma \frac{2\pi \omega}{\sigma' \phi A^2}},
\end{align*}
\]

where \( \eta \) is the dynamic viscoscity of the fluid, \( A' \) the thermal characteristic length, and \( \Lambda \) the viscous characteristic length. The “static thermal resistivity” is related to the thermal characteristic length through \( \sigma' = 8\pi \omega_\infty \rho \phi A^2 \) (Ref. 13).

While the configuration is similar to those already studied in Refs. 1 and 2, it is different in that the porous sheet is backed by a rigid plate, but also more complex in that the unit cell can be composed of more than one non overlapping inclusion, when the \( x_2 \) coordinates of the center of two inclusions are separated by a distance lower than the sum of their radii. In this latter case, the interaction between these inclusions cannot be modeled as exposed in Ref. 1, and a more complex interaction model should be employed. The method of solution is also briefly summarized hereafter.
C. Field representations in \( \Omega^0 \) and \( \Omega^{1+} \)

The continuity relations across the interfaces \( \Gamma_H \) and \( \Gamma_0 \) are first considered in Sec. III A. The field representations in \( \Omega^0 \) and \( \Omega^{1+} \) are needed as the first step. The continuity conditions across \( \Gamma^0, \forall j \in N^0 \) will be treated in Sec. III B.

Separation of variables, the radiation condition, and the Floquet theorem lead to the representation:

\[
p^{\Omega^0}(x) = \sum_{q \in \mathbb{Z}} \left[ e^{-i k q x} \delta_q + R_q e^{i k q x} \right] e^{i k q x}, \quad \forall x \in \Omega^0, \tag{5}
\]

wherein \( \delta_q \) is the Kronecker symbol, \( k q = k_1 + 2q \pi / d, \)

\( k q^0 = \sqrt{(k q^0)^2 - (k q)^3} \) with \( \text{Re} \left( k q^0 \right) \geq 0 \) and \( \text{Im} \left( k q^0 \right) \geq 0. \)

\( R_q \) is the reflection coefficient of the plane wave denoted by the subscript \( q \).

It is first convenient to use Cartesian coordinates \( (x_1, x_2) \) to represent the field in \( \Omega^{1+} \). This field is composed of the diffracted field in the plate and the fields scattered by the inclusions, whose form depends on the position of \( x \), either below or above the inclusions.\(^{16} \) Refering to Ref. 1, whatever the arrangement of the inclusions, \( x_2 \) is always larger than \( \max_{x_1 \in N^0} \left( x_2^0 + R(0) \right) \) in \( \Omega^{1+} \), while \( x_2 \) is always smaller than \( \min_{x_1 \in N^0} \left( x_2^0 - R(0) \right) \) in \( \Omega^0 \). The total field in \( \Omega^{1+} \) can be written in Cartesian coordinates as

\[
p^{1+}(x) = \sum_{q \in \mathbb{Z}} \left( f_q e^{-i k q x} + g_q e^{i k q x} \right) e^{i k q x},
\]

\[+ \sum_{q \in \mathbb{Z}} \sum_{j \in N^0} K_{2 q} B_{q, j} e^{i (k_1 (s_1 - i l^0_j))} x_1^0 (s_1 - i l^0_j), \tag{6}
\]

wherein \( B_{q, j} \) are the coefficients of the field scattered by the \( j \)-th cylinder of the unit cell, \( f_q \) and \( g_q \) are the coefficients of the diffracted field inside the layer associated with the plane wave denoted by \( q \), and \( K_{2 q} = 2(-i)^j e^{2 \pi iq / d} / d k_1^0 \) with \( \theta_q \) such that \( k_1^0 e^{-i \theta_q} = k_1^0 + i k_2^0 \) (Ref. 15).

### III. DETERMINATION OF THE ACOUSTIC PROPERTIES OF THE CONFIGURATION

#### A. Application of the continuity conditions across \( \Gamma_H \) and \( \Gamma_0 \)

The continuity of the pressure field and of the normal component of the velocity is applied across \( \Gamma_H \) and the Neumann condition is applied on \( \Gamma_0 \). After introducing the proper field representations therein, i.e., Eqs. (5) and (6), and making use of the orthogonality relation \( \mathcal{I}_{k q} \delta_{k q} e^{i (k_1 x - i l^0_j)} \delta x_1 = \delta \delta_q \), \( \forall (l, n) \in \mathbb{Z}^2 \), a linear set of equations results. After some algebra and rearrangements, this linear set reduces to a coupled system of equations for solution of \( R_q \), \( f_q \) and \( g_q \) in terms of \( B_{q, j} \).

#### B. Application of the multipole method

The expressions of \( f_q \) and \( g_q \) in terms of \( B_{q, j} \) are introduced in the so-called diffracted field inside the layer. The latter field accounts for the direct, diffracted waves inside the layer and for the reflected waves at the boundaries \( \Gamma_0 \) and \( \Gamma_H \), previously scattered by each inclusions. This expression, when compared with the expression of the direct scattered field by the inclusions, is valid in the whole domain \( \Omega^1 \). To proceed further, the Cartesian form of this field is converted to the cylindrical harmonic form in the polar coordinate system attached to each inclusion, as stated for example in Ref. 1. Effectively, central to the multipole method are the local field expansions or multipole expansions around each inclusion.

Introducing \( A_{q, j}^{l+} \), the coefficient of the locally-incident field, the pressure field in the vicinity of the \( j \)-th inclusion, in terms of its attached coordinate system, reads as

\[
p^{1+}(r_j) = \sum_{l \in \mathbb{Z}} B_{q, j}^{l+} H^{1+}_{1}\left(k_1^0 r_j\right) e^{i \theta_q},
\]

\[
+ \sum_{l \in \mathbb{Z}} \sum_{j \in N^0} S_{l, j} B_{q, j}^{l+} + \sum_{l \in \mathbb{Z}} \sum_{j \in N^0} Q_{l, q}^{l+} B_{q, j}^{l+} + \sum_{l \in \mathbb{Z}} \sum_{j \in N^0} A_{q, j}^{l+} J_1 k_1^0 r_j e^{i \theta_q}, \tag{7}
\]

with

\[
F_{q}^{l+} = \frac{2 \delta_q \theta_q}{D_q} \cos \left( k_1^0 s_2 - L \theta_q \right) e^{i \theta_q},
\]

\[
S_{l, j}^{l+} = \sum_{i=1}^{\infty} H^{1+}_{1}\left(k_1^0 i\right) \left[ \sin \left( i \delta q \right) + (-1)^{L} e^{-i \delta q} \right],
\]

\[
Q_{l, q}^{l+} = \frac{2 (-i)^{L} e^{i \theta_q}}{D_q} \left[ \left( k_1^0 - k_1^0 \right) e^{i \delta q} \right] \times \cos \left( k_1^0 \left( s_2^0 - x_2^j \right) - (l-L) \theta_q \right) + x_2^0 \cos \left( k_1^0 \left( s_2^0 - x_2^j + x_2^j \right) - (l-L) \theta_q \right) + i x_2^0 \sin \left( k_1^0 \left( s_2^0 - x_2^j \right) - (l-L) \theta_q \right), \tag{8}
\]

\[
D_q = x_2^0 \cos \left( k_1^0 H \right) - i x_2^0 \sin \left( k_1^0 H \right),
\]

wherein \( S_{l, j}^{l+} \) is the lattice sum often referred to as the Schrödinger series for non-dissipative material, \( H^{1+}_{l+} \) is the \( l \)-th order Hankel function of the first kind, \( J_l \) is the \( l \)-th order Bessel function, and \( s_2^{0} = k_1^0 \sqrt{\rho^0}, j = 0, 1 \). The terms \( S_{l, j}^{l+} \) account for the coupling between the multiple inclusions inside the unit cell and take the form

\[
S_{l, j}^{l+} = \sum_{q \in \mathbb{Z}} \left( -i \right)^{l+2} e^{i \theta_q} \frac{\partial^2}{\partial k_1^0^2} \left( k_1^0 \right) \cos \left( k_1^0 \left( s_2^0 - x_2^j \right) - (l-L) \theta_q \right) \times \frac{e^{i \theta_q}}{D_q} \left( k_1^0 \left( s_2^0 - x_2^j \right) - (l-L) \theta_q \right) \left( 1 - \delta_q \right), \tag{9}
\]

wherein the signs + and − correspond to \(x_i^2 \geq x_j^2\) and \(x_i^2 < x_j^2\), respectively, which can be found in Ref. 1 when 
\[|x_j^2 - x_i^2| > |R^{(i)} + R^{(j)}|\] or 
\[S^{(i,j)}_{kL} = \left[ \begin{array}{c} H^{(i)}_{j} (r_j') e^{i(j-L)\theta_j} \\ + \sum_{\nu \neq \delta} S^{(i)}_{jL} (1 - \delta_j) \end{array} \right] (1 - \delta_j), \tag{10} \]
when \(|x_j^2 - x_i^2| \leq |R^{(i)} + R^{(j)}|\). This latter form agrees with the one found in Ref. 15 when the inclusions are aligned inside the unit cell, i.e., \(x_i^2 = x_j^2\), \(\forall j \in N^0\), which imposes \(\theta_j^2 = 0\) or \(\theta_j^2 = \pi\). In Eq. (10), \((r_j', \theta_j')\) is the coordinate of \(x_i^2\) in the polar coordinate system attached to the \(j\)th inclusion, i.e., centered at \(x_i^2\).

Finally, it is well known that the coefficients of the scattered field and those of the locally-incident field are linked by a matrix relation derived from the boundary condition on \(G^{(j)}\) only, i.e., \(B^{(j)}_{kL} = V^{(j)}_{kL} A^{(j)}\), where \(V^{(j)}_{kL}\) are the cylindrical harmonic reflection coefficients. These coefficients take the form 
\[V^{(j)}_{kL} = -H^{(j)}_{kL} (k^2 R^{(j)}/\beta_j (k^2 R^{(j)}))\] in the case of Neumann type boundary conditions, with \(\beta_j(x) = d\beta_j/dx\), \(\beta_j\) being either Hankel or Bessel functions. Introducing the expression of \(A^{(j)}_{kL}\) derived from Eq. (7) in the previous relation gives rise to the linear system of equations for the solution of \(B^{(j)}_{kL}\). This linear system may be written in the matrix form, where \(B\) denotes the infinite column matrix of components \(B^{(j)}_{kL}\),
\[ (I - V(S + Q))B = VF, \tag{11} \]
wherein \(I\) is the identity matrix and \(F\) is a vector of components \(\sum_{\nu \neq \delta} F^{(j)}_{kL}\). This accounts for the solicitation of the \(j\)th inclusion by a wave that is previously diffracted inside the layer. \(V\) is a diagonal square matrix of components \(V^{(j)}_{kL}\). \(S\) and \(Q\) are two matrices of square matrices \(S_{L+} + S_{L-}^{(j)}\), which account for the coupling between the \(j\)th and the \(j\)th inclusion inside the layer, and \(\sum_{\nu \neq \delta} Q_{L+}^{(j)}\) accounts for the coupling between the \(j\)th and the \(j\)th inclusion through waves diffracted by the cylinder.

The expressions of the components involved in \((I - V(S + Q))B = VF\) are identical to those found in Ref. 1, when the half-space behind the layer vanishes and when the center of the cylinders are defined as they are in the present article.

**C. Evaluation of the fields, reflection and absorption coefficients**

Once the linear system (11) is solved, the expression of \(R_q\) in terms of \(B^{(j)}_{kL}\) reads as
\[ R_q = \frac{\rho_{A01}^{0} \cos (k^{(j)}_{L} r_j) + iz^{(j)}_{L} \sin (k^{(j)}_{L} r_j)}{D} \]
\[+ \sum_{q' = q_0} \sum_{\nu \neq \delta} \frac{4(-1)^{q_0-q_{10}} k^{(j)}_{L} B^{(j)}_{kL} \cos (k_{L+}^{(j)} - \theta_j) e^{-ik_{L+}^{(j)}}}{dk^{(j)}_{L+} D_q} \]
\[+ \sum_{q' = q_0} \sum_{\nu \neq \delta} \frac{4(-1)^{q_0-q_{10}} k^{(j)}_{L} B^{(j)}_{kL} \cos (k_{L-}^{(j)} - \theta_j) e^{-ik_{L-}^{(j)}}}{dk^{(j)}_{L-} D_q}. \tag{12} \]

The first term corresponds to the reflection coefficient in terms of waves in absence of inclusion, i.e., for \(q = 0\) or for the incident plane component indexed by \(i\), and the second term accounts for the inclusions.

Introduced in Eq. (5), the reflected field is expressed as a sum of the field with inclusions and without. In case of an incident plane wave with spectrum \(A'(\omega)\), the conservation of energy relation takes the form
\[ 1 = \mathcal{R} + \mathcal{A}, \tag{13} \]
with \(\mathcal{R}\) and \(\mathcal{A}\) the hemispherical reflection and absorption coefficients, respectively. \(\mathcal{R}\) is defined by
\[ \mathcal{R} = \sum_{q \neq 0} \frac{\Re \left( \frac{\rho_{A01}^{0} \cos (k^{(j)}_{L} r_j) + iz^{(j)}_{L} \sin (k^{(j)}_{L} r_j)}{D} \right)}{k^2_{1} ||A'||^2} = \sum_{q \neq 0} \frac{k_{1}^{(j)} ||R_q||^2}{k^2_{1} ||A'||^2}, \tag{14} \]
wherein \(\tilde{q}_q\) such that \(\tilde{q}_q < \tilde{d}/2\pi(k^{(j)}_{L} \pm k^{(j)}_{L'}) < \tilde{q}_q + 1\) and the expression of \(R_q\) are given by Eq. (12). \(\mathcal{A}\) takes the form
\[ \mathcal{A} = \frac{1}{dk^2_{1} ||A'||^2} (\mathcal{A}_d + \mathcal{A}_s), \tag{15} \]
wherein
\[ \mathcal{A}_d = \frac{\rho_{A01}^{0} \Re (\rho_{A01})}{\Im (\rho_{A01})} \int_{\Gamma_i} \frac{\rho_{A01}^{0} \Re (\rho_{A01}) \rho^{(j)}_q \Im (\rho^{(j)}_q) |x| |\nabla \rho^{(j)}_q| \sin (\theta_{j})}{k^{(j)}_{L} r_j} d\gamma \tag{16} \]
is the inner absorption of domain \(\Omega^{(j)}\), \(d\gamma\) is the differential element of surface in the sagittal plane and
\[ \mathcal{A}_s = \Re \int_{\Gamma_H} \frac{\rho_{A01}^{0} \Re (\rho^{(j)}_q) \rho^{(j)}_q |x| |\nabla \rho^{(j)}_q| \sin (\theta_{j})}{k^{(j)}_{L} r_j} d\gamma \tag{17} \]
is the surface absorption related to interfaces \(\Gamma_H\). \(d\gamma\) is the differential arc length in the cross-sectional plane, \(\varphi_{01}\) is the outward-pointing unit vector to the boundary \(\Gamma_H\), and \(\rho^{(j)}_q\) is the complex conjugate of \(\rho^{(j)}_q\).

\(\mathcal{A}_d\) accounts for the absorption induced by the viscous dissipation at the interfaces. Indeed, it is obvious from Eq. (17) that \(\mathcal{A}_d\) does not vanish because of the presence of \(\Im (\rho^{(j)}_q)\), which is a consequence of the modeling of viscous dissipation phenomenon.

Because of the complicated shape of \(\Omega^{(j)}\) and the non-vanishing term \(\mathcal{A}_d\), \(\mathcal{A}\) will not be calculated by the expression given in Ref. 15, but rather by \(\mathcal{A} = 1 - \mathcal{R}\).

**IV. NUMERICAL RESULTS, VALIDATION AND DISCUSSION**

The infinite sum \(\sum_{q' = 0}^{q_0} \) over the indices of \(k_{L}^{(j)}\) depends on the frequency and on the period of the grating. An empirical truncation rule is employed, as in Refs. 1, 2, and 6, and determined by performing a large number of numerical experiments \(\sum_{q'}^{q_0}\), such that \(Q_d = \mathcal{d}/2\pi(3 \Re (k^{(j)}_{L} \pm k^{(j)}_{L'})) + 10\). In these equations, \(\text{int}(a)\) represents the integer part of \(a\).

The infinite sum \(\sum_{\theta' = 0}^{\frac{\pi}{2}}\) over the indices of the modal representation of the diffracted field by a cylinder is
truncated\textsuperscript{18} as \(\sum_{m=1}^{M} M\), such that \(M = \operatorname{int}(\text{Re}(4.05 \times (k^{2}R))^{1/3} + k^{2}R)) + 10\).

Finally, the infinite sum (lattice sum) embedded in \(S_{L,j}\) in Eqs. (8) and (10) \(\sum_{n=1}^{\infty}\) is found to be slowly convergent, particularly in the absence of dissipation, and is found to be strongly dependent on the indice \(L - l\). A large literature exists on this problem.\textsuperscript{19,20} Here, the fact that the medium \(M\)\textsuperscript{11} is dissipative greatly simplifies the evaluation of the Schlömilch series. The superscript \(1\) in \(S_{L,j}\) identifies the integer over which the sum is performed, i.e., \(\sum_{l=1}^{J}\). This sum is carried out until the conditions \(\text{Re}(\{S_{L,j}^{(1)} - S_{L,j}^{(2)}\}/S_{L,j}^{(1)})) \leq 10^{-5}\) and \(\text{Im}(\{S_{L,j}^{(1)} - S_{L,j}^{(2)}\}/S_{L,j}^{(1)})) \leq 10^{-5}\) are reached.\textsuperscript{2}

Numerical calculations have been performed for various geometrical parameters whose values are reported in Table I, and within the frequency range of audible sound, particularly at low frequencies. For all calculations, the ambient and saturating fluid is air (\(\rho = \rho_{0} = 1.213 \text{ kg m}^{-3}\), \(\varepsilon = \sqrt{\rho_{0}/\rho_{f}}\), with \(\rho_{0} = 1.01325 \times 10^{3}\text{ Pa}, \gamma = 1.4, \text{ and } \eta = 1.839 \times 10^{-5}\text{ kg m}^{-1}\text{s}^{-1}\)). Two of the main constraints in designing acoustically absorbing materials are the size and weight of the configuration. Particular attention is placed on the thickness and the frequencies of the absorption gain, which have to be as small as possible. The absorption gain is defined in reference to the absorption of the same configuration without inclusion embedded. The initial configuration consists in a 2 cm thick porous sheet of Fireflex (Recticel, Belgium) backed by a rigid plate. The material characteristics are reported in Table II and were determined by use of methods described in Refs. 11, 21–23. Circular cylinders of 7.5 mm radius are embedded with a spatial periodicity of 2 cm. As mentioned in Sec. II A, the inclusions can be constituted of various material (or geometries like tubes), while the outside boundary is circular and can be modeled with a Neumann type boundary condition.

### A. One inclusion per spatial period

We first consider only one inclusion centered in the unit cell, i.e., \((x_{1}^{(1)}, x_{2}^{(1)}) = (d/2, H/2) = (1 \text{ cm}, 1 \text{ cm})\). The first two modified modes of the plate, which are excited because of the periodic arrangement of the inclusions, Appendix A, have frequencies \(\nu_{(1,1)} \approx 14 \text{ kHz}\) and \(\nu_{(2,1)} \approx 16 \text{ kHz}\). The attenuation associated with both modes is relatively large (see Fig. 3).

Different types of waves correspond to each kind of mode related to the grating, i.e., mode of the grating (MG) and modified mode of the backed layer (MMBL): evanescent waves in \(\Omega^{(1)}\) (and also in \(\Omega^{(5)}\)) for the MMBL, and evanescent waves in \(\Omega^{(0)}\) and propagative waves in \(\Omega^{(1)}\) for the MMBL. In order to determine which type of mode is excited by the plane incident wave, we have plotted in Fig. 2 the transfer function as calculated by \(\text{TF}^{(\nu)} = p(x, \nu)/p_{0}^{(\nu)}(x, \nu)\) on \(\Gamma_{0} (x_{2} = 0)\) at 1 cm from the center of the inclusion (between two inclusions), when excited at normal incidence. The transfer function is separated on the different intervals corresponding to the different type of waves that are involved in the total pressure calculation: \(\text{TF}^{(\nu)}\) is the total transfer function, \(\text{TF}^{(1)}\) is the contribution of the propagative waves in both \(\Omega^{(0)}\) and \(\Omega^{(5)}\); \(\text{TF}^{(2)}\) is the contribution of the evanescent waves in \(\Omega^{(0)}\) and propagative ones in \(\Omega^{(5)}\); and \(\text{TF}^{(3)}\) is the contribution of the evanescent waves in both \(\Omega^{(0)}\) and \(\Omega^{(5)}\). The transfer function possesses a large peak at \(\approx 15 \text{ kHz}\), around \(\nu_{(1,1)}\) and \(\nu_{(2,1)}\). This also proves that the MMBL are the most excited modes, related to the grating, around these frequencies. The peak results from a continuous transition between evanescent waves in both materials to evanescent waves in the air medium (around 13 kHz, Fig. 2). This also means that this peak is neither a MMBL nor a MG, but results from a complex combination of these two types of modes, with a structure closer to that of the MMBL. Because of this structure, the energy is trapped in the layer, leading to an increase in the absorption coefficient. The translation of the excitation of these modes in terms of absorption, i.e., the peak around 17 kHz in Fig. 3, is smaller than the one depicted in Ref. 6, because (i) the attenuation associated with the modes in the present configuration is larger, and (ii) the static flow resistivity of the foam considered here is larger. The design of a structure composed of a layer with inclusions embedded is more based on compromises than with irregularities of the rigid backing.\textsuperscript{6} These compromises relate the spatial periodicity, the radius of the

<table>
<thead>
<tr>
<th>N</th>
<th>(d) (cm)</th>
<th>H (cm)</th>
<th>((x_{1}^{(1)}, x_{2}^{(1)}))</th>
<th>(R^{0}) (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>C2</td>
<td>2</td>
<td>2</td>
<td>3.5</td>
<td>(1, 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>((0.5, 1 + \sqrt{3}d/2))</td>
</tr>
</tbody>
</table>

inclusion, or better, the ratio $R/d$, which cannot be too small and which constrains the layer thickness and the properties of the latter.

Figure 3 depicts the absorption coefficient calculated for this geometry. This result was validated numerically by matching the absorption coefficient calculated with the present method with the one calculated with a finite element method. Quadratic finite elements were used to approximate the pressure inside the unit cell, thereby leading to a discretized problem of 2196 elements and 1238 nodes. The periodicity relation, i.e., the Floquet condition, was applied on both sides of the discretized domain, i.e., at each node of $x_1$-coordinate $0$ and $d$. For this periodicity relation to be correctly implemented, these two sides were discretized with similar nodes, i.e., identical $x_2$-coordinates. The results match well, thus validating the described method (see Fig. 3). When compared to the finite element method, the mode-matching technique enables analytic calculations and is less time consuming (approximately a quarter of the time) for the configurations and frequency range considered in this article. This is due to the fact that the dimensions and frequency range considered therein enable to account only for a small number of terms in the infinite sums over $m$, $q$, and for the correct evaluation of the lattice sum.

Because of the rigid backing, which acts as a perfect mirror, the response of the configuration possesses some particular features related to multi-layered grating. We also introduce $d_2 = 2\sqrt{R^2 + h^2}$, the distance between the center of the circular cylinder and the center of its image. Each grating interferes with one another at the Bragg frequencies $\nu_{(1)} = n\Re(e^{\imath Q})/2d_2$. In particular, the first Bragg frequency, $\nu_{(1)} \approx 6\,\text{kHz}$, is largely employed to determine the central frequency of the band gaps for phononic crystals corresponding to a maximum of reflected energy and to a minimum of transmitted energy—band gaps—in case of phononic crystal. The absorption coefficient also presents a minimum at $\nu_{(1)}$.

A particular feature of the response of this configuration is that the absorption coefficient presents a peak close to unity at a low frequency $\nu_l$ below the so-called fundamental quarter-wave resonance frequency, i.e., below what can be associated with an essential spectrum.

A sensitivity analysis, performed by varying one parameter while the others are kept constant at value, shows that the radius of the inclusion has a large influence on $\nu_l$ and on the amplitude of the corresponding absorption peak. The radius $R$ was varied from 1.5 mm to 9.5 mm, Fig. 4(a). In terms of amplitude of the absorption peak, $R = 7.5$ mm is the optimal value, while $\nu_l$ decreases when $R$ increases. In contrast, $d = 2$ mm is the optimal value in terms of the peak amplitude, but $\nu_l$ increases when $d$ increases from 1.75 cm to 3.75 cm. The spatial periodicity of the arrangement acts inversely on $\nu_l$ than it does on the frequencies of the modes closely related to $d$ like the MMBL and the MG, Appendix.

![Fig. 3](image-url) Configuration C1 – Absorption coefficient of a $H = 2$ cm thick porous sheet of Fireflex backed by a rigid plate (---) without inclusion embedded and (--) with a $R = 7.5$ mm radius circular cylinder embedded per spatial period $d = 2$ cm, when the configuration is excited at normal incidence. The Finite Element result is plotted with (o). The absolute value of the determinant of the propagation matrix $D = I - V(S + Q)$ is plotted on top of the figure.

![Fig. 4](image-url) Configuration C1 – Absorption coefficient of a $H = 2$ cm thick porous sheet of Fireflex backed by a rigid plate (a) for a radius $R$ increasing from 1.5 mm to 9.5 mm (with a step of 1 mm) circular cylinder embedded per spatial period $d = 2$ cm, when the configuration is excited at normal incidence, and (b) for $R = 7.5$ mm radius circular cylinder embedded per spatial period $d = 2$ cm, when the configuration is excited at $\theta' = \pi/2$ (---), $\theta' = \pi/3$ (---), $\theta' = \pi/4$ (---), and $\theta' = \pi/6$ (---).
In fact, the amplitude of the absorption peak increases with the filling ratio $R/d$ until being close to unity and drastically decreases after this value. This is either because the wave can no longer propagate in the layer towards the rigid backing and is mainly reflected on the circular grating, or because the density of inclusion becomes insignificant. In the same way, when the angle of incidence decreases $[\pi/2; \pi/6]$, the $\nu_2$ increases in opposition to the frequencies of the MMBL and of the MG. The amplitude of the peak is quite close to unity until $\pi/6$. For smaller values of incidence angle, the amplitude of this low frequency peak begins to decrease, Fig. 4(b).

When $R = 7.5$ mm and $d = 20$ mm, $\nu_2$ is all the smaller that the inclusion is distant from the rigid backing, i.e., that $x_2^{(\nu_2)}$, the center of the inclusion, is large. The amplitude of the peak is close to unity whatever $x_2^{(\nu_2)}$, in $[0.8 \text{ cm}; 1.2 \text{ cm}]$ the range conditioned by the layer thickness and the inclusion radius.

The features of this low frequency absorption peak resembles phenomena that are related to trapped modes in waveguides\textsuperscript{5,6} or embedded Rayleigh-Bloch waves.\textsuperscript{10,23} These modes have finite energy and correspond to a solution which decays down away from the perturbation. Figure 5 shows a snapshot of the module of the pressure field at $\nu_3$. This clearly exhibits a maximum on the side of the rigid plate and a minimum on the side of $\Gamma_0$, which is typical of a trapped mode. Everything seems to happen as if a Dirichlet waveguide of thickness $2H$ presents symmetric obstacles formed by the inclusion and its image. In our case, these trapped modes are complex, because the boundaries of the waveguide are not Dirichlet conditions but Neumann and continuity conditions, and because $M^{(\nu_3)}$ is a dissipative medium. The determinant as calculated for the configuration C1, Fig. 3, presents a minimum at $\nu_3$, which suggests that a complex (trapped) mode CTM stands at this frequency. In contrast, it is clear from Fig. 2, that the peak around $\nu_2$ is mainly associated with propagative waves in both domains, a small part of it being associated with evanescent waves in the layer which entraps the energy. This phenomena was already encountered in Ref. 25 and attributed to the periodicity of the configuration. Another explanation of the quasi-absorption peak is related to the modification of wave path and structure global properties inside the porous sheet. For a particular ratio $R/d$, the pressure gradient and thereby the velocity, which is a cause of viscous loss, is large between the inclusions and between the inclusions and the rigid backing. This loss phenomenon results from a continuous modification of the quarter-wavelength resonance when the inclusion radius increases.

Other layer thicknesses were tested. It was found that for most of the layer thickness, in the suitable range for the application, and a centered $(x_1^{(\nu_2)}, x_2^{(\nu_2)}) = (d/2, H/2)$ inclusion, a couple $(R, d)$ exists for which a quasi-total absorption peak exists below the quarter-wavelength resonance frequency.

Finally, because the parameters of a foam are often difficult to predict before its polymerization, a sensitivity analysis has been performed with regards to the acoustic and structural parameters of the porous sheet. Each parameter of the porous foam is varied one after the other, while keeping the other constant at their value as shown in Table II. Each parameter is assumed to be independent from the other, but their variations correspond to those encountered in practice. The amplitude and frequency of the absorption peaks are weakly dependent on a variation of $\phi$ $([0.85; 0.95])$, $\Lambda$ $([160 \mu \text{m}; 200 \mu \text{m}])$ and $\Lambda'$ $(300 \mu \text{m}; 420 \mu \text{m})$. In particular, the amplitude (more than 0.98) and frequency (a shift of a few decade of Hz) of the CTM is quasi independent of a variation of these parameters. When $x_{\nu_2}$ increases from 1.02 to 1.42, the sound speed in the material decreases and $\nu_2$ decreases, while the amplitude of the associated peak stands close to one. The static flow resistivity $\sigma$ strongly influences the amplitude of the peak. When it increases, the amplitude admits a maximum and the peak is wider, while $\nu_2$ increases. The resistivity $\sigma$ $([3900 \text{ N s m}^{-1}; 12 900 \text{ N s m}^{-1}])$ is the parameter that mostly influences the results, and its value has to be close to the one used in the simulations, i.e., in our case, a value between 7000 N s m\textsuperscript{-1} and 11 000 N s m\textsuperscript{-1} is acceptable.

\textbf{B. Two or more inclusions per spatial period}

Various configurations were tested, involving two or more inclusions per spatial period. The frequency band investigated stands below the quarter-wavelength resonance frequency of the associated porous sheet or at least below the first Bragg frequency, i.e., below the frequency of the first modified mode of the porous sheet. The lowest frequency bound is naturally the solid-fluid decoupling frequency or at least the Biot frequency.

Two absorption peaks close to unity were found for a $H = 3.5$ cm thick porous sheet, when a second circular cylinder of radius $R^{(C2)} = 5$ mm is added to the configuration C1, Fig. 6. The center of this cylinder is such that $r_1 = d = 2$ cm and $\theta_1 = \pi/3$. The configuration C2 was derived from a triangular lattice by reducing the radius of the upper cylinder to decrease the structure thickness. The first absorption peak stands around $\nu_2^{(\nu_3)} \approx 1850 \text{ Hz}$, just below the first quarter-wavelength resonance frequency of the $H = 3.5$ cm thick porous sheet, and the second stands around $\nu_2^{(\nu_3)} \approx 4120 \text{ Hz}$. These two peaks correspond to a minimum of $|\det(D)|$ and can therefore be explained by excitation of trapped modes, shifted in the complex plane.
When the inclusions are inversely placed, i.e., the center of the first inclusion is (1 cm, 2.5 cm) and $r_2 = d = 2$ cm and $\theta_2 = -\pi/3$, results are not identical and no quasi-total absorption peak is encountered. This means that the configuration is not reversible.

The procedure was run a second time with the addition of a third inclusion of radius $R_3 = 3$ mm to the configuration $C_2$. $r_2 = d = 2$ cm and $\theta_2 = 2\pi/3$. Three quasi-total absorption peaks were encountered around $\nu_3^{(1)} \approx 1500$ Hz, $\nu_3^{(2)} \approx 3300$ Hz, and $\nu_3^{(3)} \approx 5000$ Hz.

This phenomenon was already encountered in Ref. 26, where $N$ trapped modes were found when $N$ cylinders were placed across a wave tank. Nevertheless, this configuration imposes use of $H > 5$ cm thick plate, and the absorption gain was considered insignificant over the whole frequency range considered. The addition of inclusions that imposes a thickening of the structure is rapidly becoming of no practical use because of the large absorption of the porous layer itself.

Based on the fact that the frequency $\nu_j^{(1)}$ decreases when $\lambda_j^{(1)}$ increases, several attempts were followed to construct a porous sheet with a unit cell composed of varying $\lambda_j^{(1)}$ central coordinate circular cylinder arranged in a kind of garland. For example, the absorption coefficient of eight circular cylinders per unit cell, embedded in a 2 cm thick porous sheet, was studied. The radius of the eight cylinders was $R_1 = 75$ mm and the projection of the center-to-center distance between two adjacent cylinders was $x_1^{(1)}$ was 2 cm. The $x_1^{(1)}$ were chosen such that $x_1^{(1)} = 1.1$, $x_2^{(1)} = 1.05$, $x_3^{(1)} = 1$, $x_4^{(1)} = 0.95$, $x_5^{(1)} = 0.9$, $x_6^{(1)} = 0.95$, $x_7^{(1)} = 1$, and $x_8^{(1)} = 1.05$. The absorption peak at $\nu_1$ was no more total, and no particular increase of its width was noticed. This means that the periodicity has a large influence on the results and that the phenomenon cannot be simply explained by trapped modes but rather by complex embedded Rayleigh-Bloch waves. A similar procedure was followed by decreasing the radius and the center-to-center distance, the cylinders being aligned, without particular effects on the absorption.

V. CONCLUSION

The influence of embedding periodic circular inclusions on the absorption of a porous sheet attached to a rigid plate was studied theoretically and numerically. In addition to the absorption features related to the excitation of modified modes of the plate and to Bragg interference, it is shown that the structure can possess a quasi-total (close to unity) absorption peak below the quarter-wavelength resonance frequency. This occurs in case of one array of cylinders embedded in a porous sheet, whose thickness and parameters, mainly the static flow resistivity, are correctly chosen. This particular feature enables the design of small dimension absorption packages and was explained by complex trapped mode excitation, which leads to an increase of the pressure gradient inside the layer. This quasi-total absorption peak was validated by use of the finite element method, thus validating the described method and results.

In case of more than one circular cylinder per spatial period, it was found that the $N^{th}$ quasi-total absorption peak can be obtained for a particular arrangement along the porous thickness, i.e., close to triangular lattice. Nevertheless, this rapidly leads to a large thickness of the structure, and the embedding of the additional inclusions become useless. Garland arrangements were also tested without particular effect, or at least without as spectacular effect as the one already observed for one inclusion per spatial period.

The method offers an alternative to multi-layering and double porosity materials for the design of sound absorption packages. Nevertheless, accounting for the full Biot theory to model the behavior of the porous sheet and the possible coupling between the frame and the inclusions, would be of large interests for lower frequency applications.
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APPENDIX: MODAL ANALYSIS OF THE CONFIGURATION

The modes of the configuration without inclusions embedded (i.e., a rigid porous layer backed with a planar rigid wall), whose dispersion relation is

$$D' = z^{(y)} \cos \left( k_2^{(y)} H \right) - iz^{(y)} \sin \left( k_2^{(y)} H \right) = 0,$$

wherein $z^{(y)} = z^{(y)}$, $j = 0$, 1, and $k_2^{(y)} = k_2^{(y)}$, $j = 0$, 1, cannot be excited by a plane incident wave initially traveling in the air medium. Effectively, Fig. 7 depicts the real and the
imaginary parts of the roots $c_{n}^{(a)}(\omega) = \omega/k_{n}^{(a)}(\omega)$ of Eq. (A1), as calculated for $a = 2$ cm thick porous layer, whose acoustical characteristics are those used in Sec. IV. Under the rigid frame assumption and for frequencies higher than the Biot frequency (and lower than the diffusion limit), a porous medium can be considered as a modified fluid, its associated dissipation being considered as a perturbation of a fluid. For Eq. (A1) to be true without dissipation, $k_{2}^{(a)}$ should be purely imaginary while $k_{1}^{(a)}$ should be purely real. Under the previous assumptions, this implies that Re$(c_{n}^{(a)})$ should stand in $[\text{Re}(c_{1}^{(a)}), c_{0}^{(a)}]$, i.e., $|k_{1}^{(a)}|$ should stand in $[k_{0}^{(a)}, \text{Re}(k_{2}^{(a)})]$. Or for a plane incident wave initially propagating in the air medium, $|k_{1}^{(a)}|$ is always smaller than $k_{0}^{(a)}$. It is also necessary to note that in the diffusion regime, i.e., for frequencies largely below the Biot Frequency, any mode exists. This fact constitutes the major difference when compared with a traditional fluid. Effectively, largely below the Biot frequency, $k_{1}^{(a)}$ is purely imaginary. This implies that $k_{1}^{(a)}$ is also purely imaginary for all values of $k_{1}^{(a)}$ and that $D^{(a)}$ never vanishes.

When inclusions are periodically embedded in the porous matrix, the dispersion relation of the modes of the configuration is difficult to determine because of the complex nature of the matrix $I - V(S + Q)$. Here, we focus on the case of only one grating, i.e., $N^{y} = 1$; in order emphasize the effect of the modified boundary conditions (MMBC) (Ref. 6). Proceeding as in Ref. 2, an iterative scheme can be employed to solve. The equation is re-written in the form

$$(1 - V_{L}M_{LZ}B_{L})T_{L} = V_{L}F_{L} + V_{L} \sum_{z \in Z} M_{Lz}B_{L}(1 - \delta_{Lz}).$$

The iterative scheme reads as

$$B_{L}^{(0)} = V_{L}F_{L}/(1 - M_{L}),$$

$$B_{L}^{(n+1)} = \left( V_{L} \sum_{z \in Z} M_{Lz}B_{L}^{(n)}(1 - \delta_{Lz}) + V_{L}F_{L} \right) / (1 - V_{L}M_{L}),$$

from which it becomes apparent that the solution $B_{L}^{(n)}$ to any order of approximation, is expressed as a fraction, the denominator of which not depending on the order of approximation can become small for certain couples $(k_{1}^{(a)}, \omega)$, so as to make $B_{L}^{(a)}$, and possibly the field large.

When this happens, a natural mode of the configuration, comprising the inclusions and the plate, is excited, thus taking the form of a resonance with respect to $B_{L}^{(a)}$, i.e., with respect to a plane wave component of the field in the plate relative to the inclusions. As $B_{L}^{(a)}$ is related to $f_{\omega}, g_{\omega}$, and $R_{\omega}$, the structural resonance manifests itself for the same $(k_{1}^{(a)}, \omega)$, in the fields of the plate and in the air.

The approximate dispersion relation

$$D_{L} = 1 - V_{L} \sum_{q \in Z} 2N_{Lq}^{2}d_{Lq}^{2}N_{q} = 0,$$

is the sum of a term linked to the grating embodied in $V_{L}S_{0}$ with a term linked to the plate embodied in $V_{L} \sum_{q \in Z} Q_{Lq}$, whose expressions are given in Eq. (8).

This can be interpreted as a perturbation of the dispersion relation of the gratings by the presence of the plate. The zeroth order lattice sum can be rewritten in the form $\sum_{q \in Z} Z/d_{Lq}$ (additional constants are neglected). Introducing this expression into (A3) gives

$$D_{L} = 1 - V_{L} \sum_{q \in Z} 2N_{Lq}^{2}d_{Lq}^{2}N_{q} = 0,$$

with

$$N_{Lq} = z_{q}^{(a)} \cos k_{q}^{(a)}H - \text{ix}_{q}^{(a)} \sin k_{q}^{(a)}H,$$

$$+ z_{q}^{(a)} \cos k_{q}^{(a)}(2x_{q}^{(a)} - H) - 2L \theta_{q},$$

$$+ \text{ix}_{q}^{(a)} \sin k_{q}^{(a)}(2z_{q}^{(a)} - H) - 2L \theta_{q}.$$  

It is then convenient, for the clarity of the explanations, to consider (i) $M_{LZ}^{(z)}$ to be a non-dissipative medium (a perfect fluid) and (ii) the low frequency approximation of $V_{L}$, valid when $k_{L}^{(a)}R_{L}^{(z)} \ll 1$. The latter hypothesis ensures that the $V_{L}$ reduces to $V_{L} \approx (-1)^{l}i(k_{L}^{(a)}R_{L}^{(z)})^{2}/j4 + O((k_{L}^{(a)}R_{L}^{(z)})^{2})$, $l = -1, 0, 1$. Equation (A4) then reduces to

$$D_{L} \approx 1 - \sum_{q \in Z} \frac{(-1)^{l}(k_{L}^{(a)}R_{L}^{(z)})^{2}}{2d_{Lq}^{2}N_{q}/N_{Lq}} = 0,$$

$\text{Re}(k_{L}^{(a)})$ and when either $D_{q} > 0$ or $q_{L}^{2} = 0$ (i.e., $k_{L}^{(a)} = 0$), which respectively corresponds to modified modes of the backed-layer (MMBL) and to modes of the grating (MG). Both of them are determined by the intersection of $c_{Lq}^{(a)} = \omega/k_{Lq}$ respectively with $c_{Lq}^{(a)}$.
as calculated for the backed-layer and with \( \text{Re}(\varepsilon^{(1)}) \). The MMBL are pointed out by the dots in Fig. 7. The associated attenuation of each mode can then be determined by the values of \( \text{Im}(\varepsilon^{(n)}) \) and \( \text{Im}(\varepsilon^{(1)}) \) at the frequencies at which the modes are excited. The attenuation associated with MG is also higher than the one associated with MMBL for all frequencies. Moreover, MG corresponds to the highest boundary of \( |k\varepsilon| \) for Eq. (A6) to be true. This implies that MG should be difficult to excite. The latter type of mode can only be poorly excited by a plane incident wave, particularly at low frequencies.
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This paper studies the acoustical properties of hard-backed porous layers with periodically embedded air filled Helmholtz resonators. It is demonstrated that some enhancements in the acoustic absorption coefficient can be achieved in the viscous and inertial regimes at wavelengths much larger than the layer thickness. This enhancement is attributed to the excitation of two specific modes: Helmholtz resonance in the viscous regime and a trapped mode in the inertial regime. The enhancement in the absorption that is attributed to the Helmholtz resonance can be further improved when a small amount of porous material is removed from the resonator necks. In this way the frequency range in which these porous materials exhibit high values of the absorption coefficient can be extended by using Helmholtz resonators with a range of carefully tuned neck lengths.
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I. INTRODUCTION

Air saturated porous materials, namely, foams and wools, are often used as sound absorbing materials. Nevertheless, they suffer from a lack of absorption efficiency at low frequencies which is inherent to their absorption mechanisms, even when used as optimized multilayer or graded porous materials. Actually, these mechanisms only rely on viscous and thermal losses. In the inertial and adiabatic regimes,1 when the frequencies are higher than the Biot frequency \( f_{b} \), relatively thin porous plates provide excellent tools to absorb sound, but they fail in the viscous and isothermal regimes, i.e., at lower frequencies. In the inertial and adiabatic regimes, the acoustic pressure satisfies an Helmholtz equation, with losses, while in the viscous and isothermal regimes, it satisfies a diffusion equation.

These last decades, several solutions have been proposed to overcome this lack of efficiency. They usually consist in coupling the viscous and thermal losses of porous materials with additional absorption mechanisms, mainly associated with resonance phenomenon arising from the addition of heterogeneities.

1. The absorption enhancement of double porosity materials2–4 arises from resonances of the microporous material (pressure diffusion mechanisms) excited by the macropores in case of a initial porous material layer. The theory describing the behavior of these materials is well established by homogenization. For high contrast flow resistivity between the micro and the macro porous materials, the absorption enhancement is obtained at the diffusion frequency \( f_{d} \), which only depends on the geometry and organization of the holes in infinite double porosity medium. For an optimal absorption efficiency of a double porosity plate, \( f_{d} \) should be in practice around the frequency for which the penetration depth is of the same order of the homogeneous microporous plate thickness. This theory can also be used to model porogranular materials,5 but the low frequency properties of activated carbon (large resistivity contrast) cannot be completely explained by their double porosity structure, but also by sorption mechanisms.

(2) Another possibility consists in plugging dead-end pores, i.e., quarter-wavelength resonators, on open pores to create dead-end porosity materials.6 This results in anomalies in the absorption coefficient when the wavelength is on the order of the dead-end pore length. Nevertheless, the absorption enhancement is still not completely understood and is subjected to the inertial regime with regards to the dead-end pores. Moreover, the current manufacturing process involving salt grains and liquid metal does not yet offer the possibility of the full control over the densities and the lengths of the dead-end pores.

(3) Metaporous materials, in which modes are excited, trapping the energy between periodic rigid inclusions embedded in the porous plate and the rigid backing or in the inclusions themselves (split-ring resonators), have been proposed. The absorption properties of the porous plate are enhanced at lower frequencies than the quarter wavelength frequency,7,8 when the absorption of the initial plate is not unity at this frequency. When split-ring resonators are correctly arranged and coupled with the rigid backing, the absorption coefficient can be higher than 0.9 for wavelengths smaller than 10 times the material thickness and over a large frequency band, which largely...
overcome the usual limit of the quarter wavelength.\textsuperscript{9} Moreover, this last technique is only efficient in the inertial regime, because the split-ring resonators are filled by porous materials enabling to lower their resonance frequency. This means that it is possible to absorb the energy at frequencies higher than the Biot frequency \( f_b \) with very thin structures, but that an increase of the metaporous plate thickness does not necessarily lead to enhanced absorption for lower frequencies. Indeed, the resonators cannot resonate when filled by a porous material in the viscous and isothermal regime, because the pressure field satisfies a diffusion equation. Adding periodic air cavities to the rigid backing enable to partially solve this problem, but it requires either deep cavity or large lateral periodicity.\textsuperscript{10,11}

Recently, membrane-type metamaterials that exhibit nearly total reflection at an anti-resonance frequency\textsuperscript{12} or nearly total absorption due to the flapping motion of asymmetric rigid platelets added to the membrane\textsuperscript{13} have been proposed, but their absorption properties are limited in the metamaterial resonance frequency range. The use of Helmholtz resonators as sound attenuators in ducts has already been proposed,\textsuperscript{14–16} but not their use together with acoustic porous materials as common sound absorbing materials. Metamaterials have induced a revival of interest in Helmholtz resonators (HRs) to manufacture negative bulk modulus and mass density materials.\textsuperscript{17,18} In Ref. 17, split hollow sphere were embedded in a sponge matrix. This material exhibit negative bulk modulus at the HR resonance. The effective properties, main wave velocity and effective stiffness, of an infinite porous material with embedded resonators were recently investigated in Ref. 19 by homogenization. The scale separation assumption implies long wavelength condition. Different behavior depending on the ratio between the HR resonant frequency \( f_r \) and \( f_b \) were exhibited, while negative stiffness was demonstrated around the resonance frequency, but the absorption properties of the structure were not analyzed.

The aim of this paper is to improve the absorbing properties of a porous material by periodically embedding HRs. The analysis is performed in the viscous and inertial regimes of the porous material thanks to a finite element method.\textsuperscript{20} HR has two main effects: (1) an additional internal resonance, that dominates the absorbing material response at \( f_r \); (2) another additional resonance, that dominates the absorbing properties at higher frequencies.\textsuperscript{20} Both effects will be investigated in order to enhanced absorption on a wide frequency range without long-wavelength limitation. The paper is organized as follows: The configurations and the main assumptions are described and a parametric study is then presented. Finally, experimental validations are proposed. These last results illustrate the main trends of the parametric study on practical cases.

### II. PRELIMINARY REMARKS

The absorption enhancement of metaporous materials both in viscous and inertial regimes is a multi and interconnected parameter optimization process, which depends on the porous material parameters, material thickness, dimensions of the inclusions, dimensions of the resonators, and periodicities. Here, we will focus on the influence of the periodic embedment of HRs around their resonance, keeping in mind previous conclusions on metaporous materials (Refs. 7–9 and 20);

1. If the absorption is not total at the quarter-wavelength resonance, the embedment of periodic inclusions in a porous slab attached to a rigid backing leads to an increase of this absorption peak and shifts this peak to lower frequency. This mainly depends on the volume of the inclusion at low frequency. A total absorption peak can be obtained if the required filling fraction can be reached. This filling fraction depend on the parameters of the porous materials. Still increasing the filling fraction after total absorption has been reached, deteriorates the absorption coefficient, while still shifting the maximum absorption peak to lower frequencies.

2. If the absorption coefficient is already total at the quarter-wavelength resonance, embedding periodic inclusions shift this peak to low frequency, but the absorption is deteriorated.

3. The shift to low frequency depends on the filling fraction and on the position of the inclusion barycenter. The larger is the distance between the inclusion and the rigid backing, the lower is the absorption peak frequency. This absorption enhancement is subjected to the periodic set of inclusions and its interaction with its image, to material parameters, but not directly to the plate thickness.\textsuperscript{7,20}

4. When the total absorption peak is obtained, the acoustic energy is trapped between the inclusion and the rigid backing.

5. When a total absorption peak can be obtained, the required filling fraction is larger in 3D than in 2D.\textsuperscript{20} Moreover, the frequency at which this total absorption peaks is reached is higher in 3D than in 2D for a given material properties and thickness.

The studied configurations also derived from two-dimensional ones, because it enables lower filling fraction and larger resonator volume. The neck of the embedded HRs will not be outer but rather inner also enabling larger resonator volume and larger filling fraction, both being constrain by the structure thickness. Inner neck enable to save volume when compared to outer neck. The studied HRs derive from the configuration studied in Ref. 21, without outer neck. Moreover, the HRs being embedded in a porous material the viscous dissipation in the neck is neglected when compared to the dissipation in the porous material.

### III. FORMULATION OF THE PROBLEM

#### A. Description of the configuration

A parallelepiped unit cell of the 3D scattering problem together with a sketch of one HR are shown in Fig. 1. Before the addition of the HR, the layer is a rigid frame porous material saturated by air (e.g., a foam or a wool) which is modeled as a macroscopically homogeneous equivalent fluid \( M' \) using the Johnson-Champoux-Allard model.\textsuperscript{1,2} The upper
and lower flat and mutually parallel boundaries of the layer, whose \( x_3 \) coordinates are \( L \) and 0, are designated by \( \Gamma_L \) and \( \Gamma_0 \), respectively. The upper semi-infinite material \( M^u \), i.e., the ambient fluid that occupies \( \Omega^u \), and \( M^p \) in a firm contact at the boundary \( \Gamma_{\text{ne}} \), i.e., the pressure and normal velocity are continuous across \( \Gamma_{\text{ne}} \). A Neumann type boundary condition is applied on \( \Gamma_0 \), i.e., the normal velocity vanishes on \( \Gamma_0 \).

HRs deriving from 2D configuration are embedded in the porous layer with a spatial periodicity \( d = (d_1, d_2, 0) \) and create a two-dimensional diffraction grating in the plane \( x_1-x_2 \). The lengths of the HRs are \( d_2 \), while the lengths of the HR cavities are \( l_i^d \), outer and inner radii are \( r_i^o \) and \( r_i^i \). HRs positions are referred to as the barycenter of the outer volume \((x_1^{(i)}, d_2/2, x_2^{(i)})\). HR necks are cylinders of circular cross-sections of lengths \( l_n^d \). The outer and inner radii of the neck are \( r_n^o \) and \( r_n^i \), respectively. The neck \( x_2 \)-coordinates are \( x_2^{(i)} \), while their angular positions are \( \Phi^{(i)} \). The inner volume and the neck of the HRs are filled with air medium.

The incident wave propagates in \( \Omega^\omega \) and is expressed by \( p^I(x) = A' e^{i(k_1 x_1 + k_2 x_2 - \omega t/L)} \), wherein \( k_1 = -k \sin \theta \cos \phi \), \( k_2 = -k \sin \theta \sin \phi \), \( k_n = k \cos \theta \), and \( A' = A' (\omega) \) is the signal spectrum. The azimuth of the incident wave vector is \( \Phi \) and its elevation \( \theta \).

In each domain \( \Omega^\omega (\omega = a,p) \), the pressure field fulfills the Helmholtz equation

\[
\nabla \cdot \left( \frac{1}{\rho} \nabla p^\omega \right) + \frac{(k^\omega)^2}{\rho^\omega} p^\omega = 0, \tag{1}
\]

with the density \( \rho^\omega \) and the wave number \( k^\omega = \omega/c^\omega \), defined as the ratio between the angular frequency \( \omega \) and the sound speed \( c^\omega \).

As the problem is periodic and the excitation is due to a plane wave, each field \( X \) satisfies the Floquet-Bloch relation

\[
X(x + \mathbf{d}) = X(x) e^{i \mathbf{k} \cdot \mathbf{d}}, \tag{2}
\]

where \( \mathbf{k} = (k_1, k_2, 0) \) is the in-plane component of the incident wave number. Consequently, it suffices to examine the field in the elementary cell of the material to get the fields, via the Floquet relation, in the other cells. The periodic wave equation is solved with a FE method. This FE method as well as the absorption coefficient calculation method are described and validated in Ref. 20.

**B. Material modeling**

The rigid frame porous medium is modeled using the Johnson-Champoux-Allard model. The compressibility and density, linked to the sound speed through \( c^\omega = 1/(\rho^\omega \kappa) \), are

\[
\frac{1}{\kappa} = \gamma P_0 \frac{\gamma - (\gamma - 1)}{1 + \left( \frac{\sigma}{\rho^\omega} \right) G (\rho^\omega)} - \frac{\sigma}{\rho^\omega} \frac{\nabla F (\omega)}{\nabla}, \tag{3}
\]

wherein \( \omega = 2 \pi f \) is the angular frequency, \( \omega = \sigma \Phi / \rho^\omega \kappa \) is the angular Biot frequency, \( \omega = \sigma \Phi / \rho^\omega \kappa \) is the adiabatic/isothermal cross-over angular frequency, \( \gamma \) is the specific heat ratio, \( P_0 \) the atmospheric pressure, \( \rho^\omega \) the Prandtl number, \( \rho^\omega \) the density of the fluid in the (interconnected) pores, \( \rho^\omega \) the porosity, \( \kappa \) the fluid compressibility, \( \sigma \) the flow resistivity, and \( \kappa \) the thermal resistivity. The correction functions \( G (\rho^\omega) \) (Ref. 1) and \( F (\rho^\omega) \) (Ref. 22) are given by

\[
G (\rho^\omega) = \sqrt{1 - 1 \pi \eta \rho^\omega (\frac{2 \kappa}{\sigma_\Phi A})^2}, \tag{4}
\]

\[
F (\rho^\omega) = \sqrt{1 - 1 \pi \rho^\omega (\frac{2 \kappa}{\sigma_\Phi A})^2}, \tag{4}
\]

where \( \eta \) is the viscosity of the fluid, \( A^\prime \) the thermal characteristic length, and \( \Lambda \) the viscous characteristic length. The thermal resistivity is related to the thermal characteristic length \( \sigma \) through \( \sigma = 8 \kappa \eta / \Phi A^\prime \).

**IV. PARAMETRIC STUDY, RESULTS, AND DISCUSSION**

In this section, the influence of the main parameters will be investigated for one HR per period and two HRs per period. First, the influence of the ratio \( f_3/f_2 \), which summarizes the porous material main characteristics, is studied. Then, trends for the main geometric quantities, i.e., the neck orientation and the filling fraction, are drawn. Finally, the influence of the angle of the incident plane wave is examined to evaluate the absorption of this material for practical applications submitted to incident diffuse field.

In all simulations and experimental validations, the thickness of the porous slab, periodicity along the \( x_2 \) direction, \( x_3 \) position of the HRs, and inner length of the HRs as well as the outer and inner radius of the neck are fixed at \( L = 22.5 \text{ mm}, d_2 = 42 \text{ mm}, l_n^d = 40 \text{ mm}, x_2^{(i)} = 11.5 \text{ mm}, r_n^o = 2 \text{ mm}, \) and \( r_n^i = 1.5 \text{ mm}. \) The inclusion is not placed at \( x_2^{(i)} = L/2 \), but at a larger \( x_2 \)-coordinates, enabling a lower frequency of the trap mode. The volume of the HRs can be modified by changing the outer and inner radius (and the neck length), while the neck characteristics can be modified through their lengths and orientations. The dimensions of the different studied configuration are reported in Table 1.
Three different materials are considered: A small flow resistivity foam S1 (referred to as blue foam in Ref. 23), a medium flow resistivity Melamine foam S2, and a wool S3 (GR 32 nu, ISOVER). These materials have been chosen in such a way that the ratio of resonant frequency of the HR over their Biot frequencies are \( f_{1}/f_{e} \ll 1 \) for S3, \( f_{1}/f_{e} \leq 1 \) for S2, and \( f_{1}/f_{e} \geq 1 \) for S1, respectively. The parameters of these three porous materials are reported in Table II and have been evaluated using the traditional methods (Flowmeter for the resistivity and ultrasonic methods for the 4 other parameters, together with a cross-validation by impedance tube measurement) described in Ref. 24.

### A. Results for one HR per period

HRs are designed with \( l_{n} = 10 \text{ mm} \) leading to configuration C1. The HRs resonate, in first approximation, at \( f_{r} \approx (c^{2}/2\pi)\sqrt{A/\rho_{ff}} = 540 \text{ Hz,} \) where \( A = \pi r_{n}^{2} \) is the cross-section area of the neck, \( V = l_{n}\pi r_{n}^{2} - (l_{0} - r_{ne} + r_{pe})\pi r_{pe}^{2} \) the volume of the resonators, and \( l_{ff} = l_{0} + 8r_{ne}/3\pi \) is the effective length of the neck. \(^{23}\) This frequency is approximated because no exact formula exists for inner neck resonators. The main advantage of using HRs is that they can resonate at a very low frequency for small dimensions\(^{19}\) compared to other 2D shape resonators (double or simple split-ring resonators).

#### 1. Influence of the ratio \( f_{1}/f_{e} \) and absorption at \( f_{1} \)

The effect of the ratio \( f_{1}/f_{e} \) is first investigated. Figures 2(a), 2(b), and 2(c) depict the absorption coefficients of configuration C1, when the porous material is S1, S2, and S3, respectively. The resonance of the HR leads to absorption enhancement at \( f_{1} \) whatever the porous material properties in particular, the flow resistivity, i.e., whatever the Biot frequency. Nevertheless, this enhancement is large when \( f_{1}/f_{e} \) is larger than or close to unity and decreases when \( f_{e} \) becomes smaller than \( f_{1} \) [see Fig. 2(d)]. This conclusion can be expected from those driven from the analysis of the effective parameters of infinite porous materials with weak concentration of HRs. \(^{16}\) However, in the present article, the HR density is large so that the considered configurations do not fit homogenization requirements. When \( f_{1}/f_{e} \) is larger than unity, the HRs resonance already leads to a quasi-total absorption peak. The associated wavelength in the air is 27 times larger than the sample thickness at \( f_{1} \). This means that the absorption properties of porous materials in the inertial regime can be enhanced by embedding air filled HRs, but also that this type of structure can accurately absorb sound for wavelengths much larger than the sample thickness. For lower ratio \( f_{1}/f_{e} \), modifying the input impedance of the HRs by removing small amount of porous material just in front of the neck leads to a larger absorption peak of the configuration at \( f_{1} \) [see Fig. 2(d)]. This is due to a lowering of the input impedance, which enables a larger energy advection. Therefore, a larger velocity gradient in the neck and in its vicinity is induced leading to a larger viscous dissipation. Nevertheless, this is associated with a narrowing of the absorption peak.

At higher frequency, the excitation of the trapped mode leads to a wide enhanced absorption peak at lower frequency than the quarter wavelength resonance one when S1 and S2 material are used, while the absorption is lower in case of S3 material. Indeed, the absorption of S3 material is nearly optimal and the addition of a periodic set of rigid inclusions degrades its performances [see point (1) of Sec. II]. An absorption enhancement would have been possible in this last case if the layer thickness would have been smaller. An important remark is that the outer radius has not been optimized neither for S1 nor S2, therefore the absorption is not unity at the trapped mode frequency. In particular, the required filling fraction is around \( ff = V_{HR}/V_{cell} = 0.4255 \) for S2 for a total absorption peak and is larger in the present case. The first resonance of the HR is excited in each cases around 4100 Hz, while the absorption is lower at the Bragg interference around 6500 Hz. Note that the mode of the backed layer possibly excited by the periodicity \( d_{2} \) is not excited. This means that the configuration behavior is close to the one of a two-dimensional configuration, i.e., the neck has a weak influence on the results at high frequency.

### Table I. Dimensions of the main studied configurations.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( a_{1} ) (mm)</th>
<th>( x_{1}^{S} ) (mm)</th>
<th>( x_{2}^{S} ) (mm)</th>
<th>( (r_{1}^{S}, r_{2}^{S}) )</th>
<th>( \phi^{S} )</th>
<th>( \ell_{2}^{S} ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>21</td>
<td>10.5</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>C2</td>
<td>21</td>
<td>10.5</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0, ( \pi/2, \pi )</td>
<td>10</td>
</tr>
<tr>
<td>C3</td>
<td>21, 26, 31, 36</td>
<td>10.5, 13, 15.5, 18</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>C4</td>
<td>42</td>
<td>10.5</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>C5</td>
<td>42</td>
<td>10.5</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0</td>
<td>10, 8, 6, 4</td>
</tr>
<tr>
<td>C6</td>
<td>42</td>
<td>11.5</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>C7</td>
<td>42</td>
<td>11.5</td>
<td>12</td>
<td>(8.6, 8)</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

#### Table II. Acoustical parameters of the porous material constituting the sheet of thickness \( L \).

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \rho_{\infty} ) (( \text{g/cm}^{3} ))</th>
<th>( A ) (( \mu m ))</th>
<th>( A' ) (( \mu m ))</th>
<th>( \sigma ) (( \text{N s m}^{-1} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.96</td>
<td>1.07</td>
<td>273</td>
<td>672</td>
</tr>
<tr>
<td>S2</td>
<td>0.98</td>
<td>1.02</td>
<td>180</td>
<td>240</td>
</tr>
<tr>
<td>S3</td>
<td>0.97</td>
<td>1.03</td>
<td>56</td>
<td>85</td>
</tr>
</tbody>
</table>
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Both the influence of neck orientation and of the filling fraction are then investigated for configuration $C_1$ and $S_2$ porous material in Figs. 3(a) and 3(b), respectively. The largest absorption enhancement is obtained when the neck is facing the air interface, i.e., $U = 0$. In this configuration, the energy advection by the HR is large. When the neck is facing the rigid backing, i.e., $\Phi = \pi$, the HR and the rigid backing are coupled, which lowers $f_r$, but the value of the absorption peak is then lower because of a poor energy advection. The presence of both the surrounding inclusion and the rigid backing can be interpreted as a neck extension that lowers $f_r$ when the neck faces the rigid backing. The lowering of the absorption amplitude can be interpreted in terms of penetration depth: the energy trapped in the HR is larger when the
neck is close to the interface than when the neck is deep because it penetrates more easily. Increasing \( \Phi \), lower the absorption peak associated with the resonance frequency, similarly to what was found in case of split-ring resonators, but lower the amplitude of the absorption peak. The absorption peak associated with the excitation of the trapped mode is weakly affected by a modification of \( \Phi \). Decreasing \( ff \) by increasing the periodicity \( d_1 \) lower the amplitude of the absorption peak associated with the HRs resonance, while largely affects both position and amplitude of trapped mode associated peak. In particular, the optimal filling fraction being around \( ff = 0.4255 \), the absorption peak is close to unity when \( d_1 = 26 \text{ mm} \).

The absorption efficiency related to the HR resonance is largely affected by their concentration.

3. Influence of the angle of incidence

The influence of the angle of incidence is finally investigated for configuration C1 and S2 porous material in Fig. 4 for various elevation at fixed azimuth \( \psi = 0 \). While a modification of \( \theta' \) largely modifies the absorption curve, a variation of \( \psi' \) at fixed \( \theta' \) does not strongly affect the absorption curves below 6000 Hz. Nevertheless, the absorption curves have been found symmetric for \( \psi' \) varying from \([0; \pi/2] \) and \([\pi/2; \pi] \), whose fact again is an argument for a two-dimensional like configuration. The frequency of the absorption peaks associated the HRs excitation is by definition not affected by the variation of \( \theta' \), while the one associated with the trapped mode is. This is due to the real and localized resonant features of the HR which is not affected by the excitation. Increasing \( \theta' \) increases the amplitude of the absorption peak at \( f_i \), because the initial absorption of the porous layer is larger. Similarly, the larger \( \theta' \) is the larger is the amplitude of the absorption peak associated with the trapped mode.

To conclude, the HR resonance induce an increase of the absorption coefficient in the viscous regime which is larger when the input impedance is smaller, when the HR spatial density is larger and when the neck is closer to the porous/air interface. At higher frequencies than the viscous regime, this configuration behaves as a 2D one, and can enable to reach a total absorption peak at the trapped mode resonance frequency for a lower filling fraction than if 3D inclusions would have been embedded in.

B. Results for two HRs per period

It is found to be quite difficult to accurately couple the HRs as it is the case with split-ring resonators, particularly when modifying the neck orientation. This can be explained because the opening of a 3D-extruded split ring tends to a slit, which yields a larger coupling surface. A near field coupling of resonator\( _1 \) has not been exhibited in our configuration when the HR necks are facing one with each other, even for tiny distance between the necks. The actual coupling between the HRs is also qualified as “far field” coupling. The largest absorption enhancement is obtained when the neck is facing the air interface. The neck \( x_2 \)-coordinate was also investigated without particular modification of the associated absorption peak.

In what follows, two HRs per period are considered and the coupling between these two HRs is investigated. Either the outer radius or the neck length of one HR is modified in order to widen the large absorption peak associated with the HR resonances. Obviously, the modification of one induce a modification of the other. Figure 5 depicts the absorption coefficient of configuration C4 when \( r_2^{(2)} \) varies from 4 to 11 mm, and of configuration C5 when \( r_1^{(2)} \) varies from 8 to 6 mm. Decreasing \( r_2^{(2)} \) widen the absorption peak till the HRs are decoupled. The modification of the neck length of one of the HRs does not modify the absorption curve at higher frequencies. Decreasing \( r_1^{(2)} \) also widen the large absorption peak till the HRs are decoupled. The absorption follows similar trend when \( r_1^{(2)} \) decreases as when \( r_2^{(2)} \) decreases. However, the absorption is modified at higher frequencies when \( r_1^{(2)} \) is modified. The peak associated with the trapped mode excitation possesses an optimum (in amplitude) for \( ff = 0.4255 \), which means that this filling fraction can be obtained with two different scatterers in case of two scatterers per spatial period. The fundamental modified mode of the backed layer, associated with the periodicity \( d_2 = 42 \text{ mm} \), is excited around 8000 Hz because the unit cell is now quite different from the one containing only one scatterer. This offers the possibility of an absorption enhancement at the location of the Bragg interference by optimizing the excitation of this mode around 6000 Hz.

To conclude, the detuning of HRs in a unit cell enables to widen the enhanced absorption frequency band due the HRs resonance. The modification of neck length is easier and seems to be more efficient than a modification of the volume cavity to achieve this widening.

V. EXPERIMENTAL VALIDATION

The sample is composed of a Melamine foam S2 as the porous matrix and two HRs of cylindrical shapes as shown in Fig. 6(a). The brass hollow cylindrical shells are 8 mm outer radius, 6.8 mm inner radius, and 40 mm long. They are closed by two 1 mm thick circular aluminum plates glued on both ends of each shell. Therefore, the total length of the resonator is 42 mm. The \( x_3 \) coordinate of both cylinder axis is 11.5 mm, while \( x_1^{(1)} = 11.5 \text{ mm} \) and \( x_1^{(2)} = 30.5 \text{ mm} \) defining...
configuration C6. The HRs are drilled at 12 mm from one end with a 4 mm diameter hole. Aluminum necks of inner radius 1.5 mm and length \( l_n \) are inserted in. The initial 22.5 mm-thick Melamine foam is drilled and the resonators are embedded in. The sample is placed at the end of an impedance tube having a square cross-section with a side length 42 mm, against a copper plug that closes the tube and acts as a rigid boundary. By assuming that plane waves propagate below the cut-off frequency of the tube 4150 Hz, the infinitely rigid boundary conditions of the tube act like perfect mirrors and create a periodicity pattern in the \( x_1 \) and \( x_2 \) directions with a periodicity of 42 mm. This technique was previously used in Refs. 9–11 and 20 and allows to determine experimentally the absorption coefficient of a quasi-infinite 3D periodic structure just with one or a correctly arranged small number of unit cells.

**FIG. 5.** Absorption coefficient of configurations C4 (a) when \( l_1^{(2)} \) vary from 4 to 11 mm, and of configurations C5 (b) when \( r_1^{(2)} \) vary from 8 to 6 mm and of the associated homogeneous sheet (dashed curves) occupied by the foam S2 when excited at normal incidence. The insets show zooms of the absorption coefficients around the HRs frequencies.

**FIG. 6.** (Color online) (a) Pictures of the sample. (b) Absorption coefficient of the Melamine foam with two embedded HRs, configuration C6. (c) Absorption coefficient of the Melamine foam with two HRs embedded in, configuration C6, with a small amount of porous material removed in front the neck. (d) Absorption coefficient of the Melamine foam with \( l_1^{(1)} = 11 \) mm and \( l_2^{(2)} = 7 \) mm HRs embedded in, configuration C7, with the porous material removed in front of the neck. FE calculations (solid curves) and corresponding experimental results (dashed curves) are shown. The insets show zooms of the absorption coefficient around the HRs frequencies. The absorption coefficient of the initial Melamine foam is also shown (dashed line).
The absorption coefficient of this sample is depicted in Fig. 6(b), showing a good agreement between the FE modeling and the measurements. The differences are attributed to imperfections in the sample manufacturing and material parameters. When compared to the initial Melamine plate, the absorption is largely increased around 3000 Hz, because of the excitation of a trapped mode that traps the energy between the cylindrical inclusions and the rigid backing, and around 560 Hz because of the HR resonance. In particular, the absorption coefficient is 0.65 at $f_r$, which corresponds to an increase of nearly 250% of the initial Melamine plate absorption.

When a small amount of porous material is removed just in front of the neck, the input impedance of HRs is 26% larger and reaches 0.82, as shown in Fig. 6(c). The narrowing of the absorption peak is also observed.

The lengths of the HRs necks are modified to be $l_{n1} = 11$ mm ($f_{n1} = 521$ Hz) and $l_{n2} = 7$ mm ($f_{n2} = 618$ Hz), configuration C7, in order to validate the widening of the high absorption frequency band. These two lengths have been determined in order to shift the two modes in frequency to enlarge the enhanced absorption bandwidth but not sufficiently to lead to two separated peaks. While the absorption coefficient is modified around the resonance frequency of the HRs, the absorption coefficient is unchanged at higher frequency [see Fig. 6(d)]. The absorption coefficient is larger than 0.5 over a 120 Hz range (between 500 Hz and 620 Hz) in case of these two different resonators, while it is over a 190 Hz range (between 500 Hz and 690 Hz) in case of these two different resonators, which represents a widening of 60% of the enhanced absorption bandwidth.

**VI. CONCLUSION**

The absorption of a small thickness porous foam is enhanced both in the viscous and inertial regimes by periodically embedding HRs. This embedment leads to trapped mode excitation that enhance the absorption coefficient for frequencies lower than the quarter-wavelength frequency and to HR excitation. In particular, a large absorption is reached for wavelength in the air 27 times larger than the sample thickness. The absorption amplitude and bandwidth is then enlarged by removing porous material in front of the HR neck, enabling a lower input impedance of the global effective material, and by adjusting the resonance frequencies of detuned HRs. The numerical parametric analysis and the experimentally tested configurations, pave the way of future development of very thin broadband large absorption metamaterials based on optimized HRs coupled with porous materials. In particular, compound cells with slightly detuned HRs seems to be a promising direction.
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A B S T R A C T

The optimization of acoustic absorption by metaporous materials made of complex unit cells with 2D resonant inclusions is realized using genetic algorithm. A nearly total absorption over a wide frequency band can be obtained for thin structures, even for frequencies below the quarter wavelength resonances i.e., in a sub-wavelength regime. The high absorption performances of this material are due to the interplay of usual visco-thermal losses, local resonances and trapped modes. The density of resonant and trapped modes in this dissipative porous layer, is a key parameter for broadband absorption. The best configurations and critical coupling conditions are found by genetic algorithm optimization. Several types of resonators are included gradually in the studied configurations (split-rings, Helmholtz resonators, back cavities) with increasing complexity. The optimization leads to a metaporous structure with a 2-cm sub-wavelength layer thickness, exhibiting a nearly total absorption between 1800 Hz and 7000 Hz. The influence of the incidence angle on the absorption properties is also shown.

© 2015 Published by Elsevier Ltd.

1. Introduction

Acoustic porous materials are widely used in noise control applications for their interesting sound absorbing properties in the middle and high frequency ranges (>1000 Hz) but they suffer from a lack of efficiency at lower frequencies [1]. These last decades, several ways to avoid the problem of absorption in the low part of the audible frequency range (<1000 Hz) have been proposed. The generally implemented solutions make use of multi-layer packages. This solution has limits at low frequencies while trying to keep the thickness of the treatment relatively small compared to the incident wavelength that has to be absorbed. Recently, new directions have been explored, based on combining resonant and scattering phenomena with the traditional viscous and thermal losses. Whatever the frequency is, the key is to excite modes of the structure that will trap the energy inside it for a long time and therefore enhance the absorption of the whole structure. Among different studied configurations, i.e., double porosity [2,3], dead-end porosity [4], multiple scattering [5], we focus here on configurations composed of periodic rigid inclusions and resonant inclusions embedded in a porous layer (often refereed as metaporous materials) [6–8].

The effect on the absorption properties of a periodic embedment of both non-resonant and resonant inclusions in a porous layer has been studied in two (or three) dimensions, when the porous layer is either backed by a rigid backing [6–9], possibly incorporating cavities [10], or radiating in a semi-infinite half-space [11] in the case of transmission problems. Different inclusion shapes have been studied [6,7,12,13] showing similar results at low frequencies. The enhanced absorption compared to simple porous media has been explained by the coupling of several phenomena: scattering by periodic inclusions and/or back cavities local resonances that trap the energy inside the inclusions or cavities, excitation of a localized mode that traps energy between the rigid backing and the inclusions, and excitation of the modified mode of the backed layer similar to Wood's anomaly. The rigid backing acts as a perfect mirror and allows interaction between the inclusion and its image to excite the trapped mode [6]. In these previous studies, the relatively simple configurations allowed for some analytical and semi-analytical modeling, together with numerical simulations and experiments. Consequently, the observed effects of perfect absorption (i.e. the absorption coefficient is 1), or nearly perfect absorption (the absorption coefficient is close to 1) for narrow frequency bands could be interpreted and associated to specific processes. The dependencies of the absorption properties on the metaporous cell parameters (such as the inclusion shape, size, position, and resonance frequency) could be interpreted and in some cases predicted and tailored.
In the present article, we propose a way to design metaporous materials able to strongly absorb the incident acoustic energy over a wide frequency band, for wavelengths in air larger than the material thickness. As mentioned previously, the density of modes trapping the energy inside the layer should be large enough in the frequency range of interest, which requires complex metaporous unit cells (or super-cells). The number of parameters defining the metaporous super-cell can consequently become large (all geometrical parameters of the inclusions and back cavities, parameters of the porous medium) and the effect of varying one of them on the absorption properties is unpredictable due to the influence on several coupled or competing absorption processes. In particular, the perfect absorption condition which can be analytically found in some configurations defined by only few parameters (see e.g. the one-dimensional case of a weakly lossy resonator, critically coupled to a waveguide cavity in [14], or the two-dimensional case of membrane resonator panel in [15]) is impossible to predict in the case of metaporous two-dimensional and three-dimensional super-cells composed of several resonators, back cavities and a porous material with frequency dependent acoustic properties. Therefore, in order to find metaporous super-cell configurations having high and broadband absorption, we make use of Genetic Algorithm (GA) optimization. In other words, we find empirically the metaporous super-cell parameters such that the different wave processes (scattering, trapped modes, local resonances and critical coupling, frequency dependent wave dissipation...) play together for high and broadband absorption.

The configuration analyzed in the following is composed of an infinite periodic set of two-dimensional (2D) metaporous super-cells. Each super-cell can contain 2D resonant inclusions embedded in a porous layer which is backed by a hard wall with or without resonant cavities. For the sake of clarity and to analyze the influence of each element, we decided to make an incremental study where the complexity of the super-cells increases by the successive addition of ingredients. The optimization by the in-home genetic algorithm code begins with a previous configuration analyzed in [8] and evolves to account for more resonators per super-cells and a larger number of degrees of freedom.

### 2. Optimization by genetic algorithm

The genetic algorithm is set to find the configuration having the highest acoustic absorption in average over 80 points on the frequency range from 100 Hz to 7 kHz.

The geometry of the problem is two-dimensional and periodic, the inclusions being split-rings and 2D Helmholtz resonators and the cavities being 2D. The problem therefore reduces to the solution of the pressure field in the unit cell because of the periodicity and excitation by a plane incident wave. Bloch-Floquet conditions are applied to the left and right boundaries to consider the infinite periodicity as explained in [16]. For this to be correctly implemented, the two sides were discretized with similar nodes, i.e. identical vertical coordinates. All simulations are performed by considering a normal incident wave arising from a semi infinite space to the bottom of the cell. The top of the cell is considered perfectly rigid (Neumann type boundary condition). All the geometrical parameters are chosen by the algorithm except two: the thickness (20 mm) of the plate and the spatial periodicity (40 mm). The other parameters (summarized in Table 1) are set in a range of values that allow almost all configurations: where $i = 1$ or 2, $x_i$ and $y_i$ are respectively the longitudinal and the vertical position of the inclusion $i$, $\phi_i$ is the angular position of the slit, the origin is chosen centered on each inclusion and the direction is $-y$, $r_i$ is the internal radius of the inclusion and $\varepsilon_i$ is the thickness.

The program is coded in Fortran and uses classical minimum search (selection, mutation and crossover [17,18]) and fast convergence (sharing, scaling and elitism [17,19]) routines. Because of the possible high number of parameters, these routines are configured

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$x_i$ (mm)</th>
<th>$y_i$ (mm)</th>
<th>$\phi_i$ (rad)</th>
<th>$r_i$ (mm)</th>
<th>$\varepsilon_i$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>xi</td>
<td>[4; 16]</td>
<td>[4; 16]</td>
<td>[0; 2\pi]</td>
<td>[2; 10]</td>
<td>[10; 90]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Routine</th>
<th>Selection</th>
<th>Mutation</th>
<th>Crossover</th>
<th>Sharing</th>
<th>Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Roulette</td>
<td>Multipoint</td>
<td>Non-uniform</td>
<td>Large exploration</td>
<td>Exponential</td>
</tr>
<tr>
<td>Parameter</td>
<td>3</td>
<td>1</td>
<td>$b = 1$</td>
<td>$z = 0.8$</td>
<td>$q = 1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of the porous foam used in the article.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$, $x_i$, $A$ (µm), $A'$ (µm), $\sigma$ (N s m$^{-1}$), $f_i$ (Hz)</td>
</tr>
<tr>
<td>0.95, 1.42, 180, 360, 8900, 781</td>
</tr>
</tbody>
</table>

![Fig. 1. Outline of a random unit cell.](image)

![Fig. 2. Absorption coefficient for a super-cell composed of two split-rings.](image)
to ensure a large exploration of the possibilities. All the types of routines and factors used are summarized in Table 2.

During an iteration of the optimization process, a population is set with different geometry parameters, then each individual acoustic response is simulated with a Finite Element Method (FEM) program. This program has been developed and validated in [16,6,8] and uses the open source software FreeFem++ to mesh each configurations. Linear finite elements are used to approximate the pressure inside the unit cell, thereby leading to a discretized problem of 1500 elements and 800 nodes. The porous mesh is configured to be adaptive and to always have elements 10 times smaller than the smallest wavelength in air ($k = \frac{\lambda}{c} = 5\text{cm}$ for 7 kHz in this case). The mesh is refined in the inclusion opening to ensure a good discretization of the pressure field. For each individual, the size and the number of mesh elements are recalculated according to the size of the inclusions. The optimization is done by comparing each absorption coefficient and by choosing the best geometries for the next iteration. The implemented porous model is an equivalent fluid where the effective density is modeled by the Johnson et al. model[20] and the bulk modulus by the Champoux–Allard model [21]. The inclusions are considered rigid. The FEM program gives the absorption coefficient as:

$$A(j) = 1 - \sum_{q} \frac{\text{Re}(k_{20} R_q(j))}{k_{20}}$$

with $R_q(j)$ the reflection coefficients of the qth Bloch-wave for the frequency $j$, $k_{20}$ the Bloch-wavenumber along the normal incidence and $k_{20}$ the incident plane wave.

Here, the fitness [17,18] is linked to the absorption coefficient averaged over the considered frequency range and defined such as $f_i = 1 - x_i$, where

$$x_i = \frac{1}{n_{freq}} \sum_{j=1}^{n_{freq}} A(j),$$

with $n_{freq}$ the number of frequencies of the absorption coefficient calculated by the FEM code. To avoid optimization results providing non-realistic geometries, the GA needs to be constrained. The solution chosen here is to make the list of all non-realistic solutions (overlapping inclusions for example) and to penalize the fitness if the GA chooses one of them (if non-realistic solution: $f_i = 1$, $f_j = 1 - x_i$ else). All simulations are done with populations of 30 individuals and 1000 generations to ensure a good convergence of the results.

The genetic algorithm is first used to optimize a metaporous, whose unit cell is composed of a porous plate (fireflex, Recticel, a porous material widely used for its good acoustic and fire resistant properties) backed with a rigid wall and two resonant inclusions. Fig. 1 depicts one of the unit cell analyzed during the optimization process and Table 3 gives porous matrix parameters.

### Table 4: Geometric parameter values for the first optimization results called GA.

<table>
<thead>
<tr>
<th>$x_1$ (mm)</th>
<th>$x_2$ (mm)</th>
<th>$y_1$ (mm)</th>
<th>$y_2$ (mm)</th>
<th>$\phi_1$ (rad)</th>
<th>$\phi_2$ (rad)</th>
<th>$r_1$ (mm)</th>
<th>$r_2$ (mm)</th>
<th>$e_1$ (mm)</th>
<th>$e_2$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>24</td>
<td>10</td>
<td>5</td>
<td>1.25$\pi$</td>
<td>22</td>
<td>7</td>
<td>4</td>
<td>0.85</td>
<td>0.75</td>
</tr>
</tbody>
</table>

### Table 5: Geometric parameters values for the second optimization results called HR.

<table>
<thead>
<tr>
<th>$x_1$ (mm)</th>
<th>$x_2$ (mm)</th>
<th>$y_1$ (mm)</th>
<th>$y_2$ (mm)</th>
<th>$\phi_1$ (rad)</th>
<th>$\phi_2$ (rad)</th>
<th>$r_1$ (mm)</th>
<th>$r_2$ (mm)</th>
<th>$l_1$ (mm)</th>
<th>$l_2$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5</td>
<td>30</td>
<td>14</td>
<td>13.5</td>
<td>0.91$\pi$</td>
<td>1.25$\pi$</td>
<td>4</td>
<td>6</td>
<td>0.1</td>
<td>0.14</td>
</tr>
</tbody>
</table>
3. Optimization results

Compared to the previously studied configurations [8], the split-ring positions, radii and split-ring thicknesses are here optimized by the GA. Fig. 2 shows a comparison of the results of a first optimization, the previously proposed unit cell and the foam without any inclusion. GA results (dimensions summarized in Table 4) exhibit a very good enhancement of the absorption properties with a fitness of 0.25 while the unit cell of the previous configuration has a fitness of 0.42 and the foam alone 0.41. In the GA optimized cell, the two inclusions are almost in contact. It is still manufacturable by inserting these two inclusions in contact, or by considering only one inclusion with this special shape manufactured with a 3D printer.

In Fig. 2 two different localized modes are observed: at 3500 Hz, snapshot (b) and at 6500 Hz snapshot (d), that trap the energy between the rigid backing and the inclusions. The two other peaks are clearly due to the resonance of the inclusions (snapshot (a) and (c)). The addition of this four phenomena leads to the absorption enhancement over the frequency band considered. Even if the absorption coefficient of the GA results is lower than the previous study in the lowest frequency range, it does not exhibit the Bragg effect around 6 kHz. This effect appears in periodic media when the periodicity is half wavelength of the incident wave [22]. In here, it is related to the distance between the inclusion and its image with respect to the rigid backing. Here it is minimized by tuning the resonance effects near this frequency (the resonance of an inclusion snapshot (c) and a localized mode snapshot (d)).

Unfortunately, these resonance frequencies are all related to the size and position of the inclusions and it is not possible to reach a larger absorption coefficient at low frequency without considering split-rings larger than the thickness of the plate. This possibility is not compatible with our constrain of fixed thickness. To try to solve this problem, a neck is added to the split-rings to lower the resonance frequency and to add another degree of freedom in the GA. This type of inclusion is called in this paper 2D Helmholtz Resonator or 2DHR (see Fig. 3).

The results are close to the first simulation with a fitness of 0.24. The absorption coefficient is now lower below 2600 Hz but larger elsewhere, in particular near the Bragg frequency where it has completely vanished. These results are different from what we where expecting by using inclusions that can have lower resonance frequencies but changing resonances for the low frequency range, would have destroyed the absorption coefficient elsewhere resulting in a much higher fitness (see Table 5).

Another way to overcome this limit is to add air filled back cavity. They can act as quarter wavelength resonators but must be very long in comparison to the dimension of the plate to have a sufficiently low resonance frequency and this is also out of the scope of this article. However, these cavities can be curved allowing to make a ultra thin low frequency sound absorbing panels based on coplanar spiral tubes or coplanar Helmholtz resonators [23].

The initial goal of enhancing the absorption coefficient below the Biot frequency with the inclusions or with the back cavities
is aborted because of this dimensions constraint. Now cavities are still added, but with reasonable dimensions (less that the thickness of the plate) to add more resonances and to keep the absorption coefficient near 1 over a larger frequency range. The rigid backing is now modified and present two rectangular cavities per spatial period. Two other runs are performed, one with the cavity filled with the same porous media and a second one with a cavity filled with air (see Fig. 4).

These two results (dimensions are summarized in Table 6) present respectively a fitness of 0.22 and 0.21 that are better than the previous one(s). The absorption coefficient is compared with the one of the two corresponding homogenous layer thicknesses: 20 mm and 29 mm. This last value corresponds to the total thickness of the porous plate + cavity. The absorption coefficient now reaches 1 near 2000 Hz and stays close to unity for higher frequencies, except near 4200 Hz. In this simulations, the GA tends to place again the inclusions in front of the cavity, with the slit facing the back cavity. This results in the excitation of coupled modes between one inclusion and one cavity and gives rise to the absorption coefficient for frequencies lower than the resonance frequency of both elements. For example, in case of a unit cell with air cavity, a coupled mode is excited at 1800 Hz whereas the split-ring resonance is near 2400 Hz. This phenomenon is developed in the next simulation. As expected, even with these optimizations the meta-porous cannot reach high absorption at very low frequency. There is clearly a limit at 1500 Hz due to the Biot frequency ($f_b = 781$ Hz for Fireflex material). Below this value, the acoustic propagation is described by a diffusion equation, that cannot allow the HR (filled with porous material) to resonate. Thus, below this frequency, this kind of resonators are of poor interest, unless the porous inside is removed. In this case, the resonance frequency will increase and this will not be interesting anymore for our application.

The next simulations consider a similar configuration as before with air filled back cavities and partially closed openings. This allows to lower the resonance frequency of the cavities because it is now considered as an Helmholtz resonator.

This optimized geometry reaches a fitness of 0.17, which is the best meta-porous that can be obtained here. The frequency band of high absorption is now close to unity from 1600 Hz to 7000 Hz with the same thickness than previously (2 cm layer thickness and 9 mm of depth back cavity). The phenomenon of interaction between two elements is clearly visible. At 1600 (snapshot a of Fig. 5) the left HR and the left cavity resonate together and a high pressure zone is clearly visible between them. This exhibits a coupled mode and lower the resonance frequency of the ensemble (same phenomenon at 3400 Hz, snapshot c for the right inclusion and cavity). At 2800 Hz (snapshot b) of Fig. 5) the two elements resonate again but this time, the pressure is localized inside each resonator (same phenomenon at 4500 Hz, snapshot d). This mean that they resonate at their own resonance frequency.

Geometries depicted here are also efficient for other incidence angle. In Fig. 6 only the results of simulation for the last geometry are plotted but the other exhibit the identical behavior. The figure shows the absorption coefficient for incidence angles from 0° (normal incidence, the black curve) to 90° (grazing incidence, gray curves). This is summarized in Fig. 7 where the averaged absorption coefficient over the frequency is plotted in function of the incidence angle. These figures show that the absorption coefficient remains large for a wide range of angle incidence (from 0° to 75°) and only decreases near the grazing incidence. This means that only optimizing for the incidence angle is acceptable to design geometries efficient for diffuse field.

The absorption increases at low frequency when the incidence angle increases because the incident wave propagate over a longer distance to reach the rigid backing and being reflected. Other phenomena are not angle dependent like the inclusions or back cavities resonances and can be always excited.

4. Conclusion

Absorption by metaporous materials is driven by several processes, local resonances, localized mode excitation and mode couplings. It is difficult to tune all of these processes to tailor a high absorption over a wide frequency band because it requires complex geometry super-cells with numerous and interconnected geometrical degrees of freedom. We have successfully used a genetic algorithm to find nearly perfect absorption conditions over a frequency band of 100–7000 Hz: it appears that for a 2-cm thick layer, it is possible to have an almost unity absorption band from 1800 Hz to 7000 Hz by using split-rings (with necks) and back cavities. It is also shown that this optimized unit cell is efficient for non normal incidence angles and provides a good absorption even for incidence angles close from the grazing one. This study only focuses on super-cells with a couple of resonators but there are numerous configurations that could be advantageous. In particular, Helmholtz resonators filled with air (instead of porous medium) could lead to resonances with moderate quality factors below the porous medium Biot frequency, which is not possible with porous filled resonators. If the neck is sufficiently long, it is possible to obtain an arbitrary low resonance frequency and improve even more the absorption properties at long wavelengths.
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The equations of motion in a macroscopically inhomogeneous porous medium saturated by a fluid are derived. As a verification of their validity, these equations are reduced and solved for rigid frame porous systems. The reflection and transmission coefficients and their corresponding time signals are calculated numerically using wave splitting Green’s function approach for a two-layer porous system considered as one single porous layer with a sudden change in physical properties. The results are compared to experimental results and to those of the classical transfer matrix method for materials saturated by air in the ultrasonic frequency range. © 2007 American Institute of Physics.
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An inhomogeneous medium is one with properties that vary with position. Inhomogeneous and layered materials can be found in many fields of physics, for instance, in optics and electromagnetism\textsuperscript{1,2} or in acoustics.\textsuperscript{3,4} Other examples are geophysical\textsuperscript{5} or granular\textsuperscript{6} media. The study of the acoustic wave propagation in inhomogeneous porous media is of great interest in building and civil engineering and in petroleum prospection.

In this letter, acoustic propagation in fluid-saturated macroscopically inhomogeneous porous media are studied. These media have received far less attention than homogeneous ones.\textsuperscript{7,8} It is assumed that the wavelengths are greater than the average heterogeneity size at the pore scale so that the physical properties are homogenized. However, these properties can vary with the observation point within the material at the macroscopic scale of the specimen. The equations of motion are derived from Biot’s alternative formulation of 1962 [Ref. 11] in which the total stress tensor, the fluid pressure, the solid displacement, and the fluid/solid relative displacement are used. It was briefly stated by Biot\textsuperscript{11} and confirmed\textsuperscript{12} that these variables should be employed for porous media with inhomogeneous porosity. The equations of motion for an inhomogeneous porous medium with elastic skeleton are derived. A verification of their validity is the study of a porous material saturated by air in the rigid frame approximation, i.e., when the fluid is light and the solid skeleton immobile.\textsuperscript{10} In this case, a wave equation is derived and solved numerically for a two-layer porous system treated as one single porous medium with a sudden but continuous change in physical properties. This provides an excellent means of comparing the proposed method: wave splitting Green’s function approach (WS-GF),\textsuperscript{7} which is applicable to any depth-dependent inhomogeneous system, to the results of the well established transfer matrix method (TMM) developed to calculate the acoustical properties of multilayer porous systems.\textsuperscript{13} Experimental results obtained at ultrasonic frequencies in a two-layer material saturated by air are compared to the simulations.

The constitutive linear stress-strain relations in an initially stress-free, isotropic porous medium are\textsuperscript{11}

\[
\sigma_{ij} = 2 \mu \varepsilon_{ij} + \delta_{ij} \left( \nu \Delta - \alpha \kappa \right),
\]

\[
p = M (-\alpha \varepsilon + \zeta),
\]

where \(\sigma_{ij}\) is the total stress tensor and \(p\) the fluid pressure in the pores; \(\delta_{ij}\) denotes the Kronecker symbol (the summation on repeated indices is implied); \(\delta = \nabla \cdot \mathbf{u}\) and \(\zeta = -\nabla \cdot \mathbf{w}\) are, respectively, the dilatation of the solid and the variation of the fluid content where \(\mathbf{u}\) is the solid displacement and \(\mathbf{w} = \phi (\mathbf{U} - \mathbf{u})\) the fluid/solid relative displacement (\(\mathbf{U}\) is the fluid displacement); \(\phi\) is the porosity; \(\varepsilon_{ij} = \frac{1}{2} (\partial u_i / \partial x_j + \partial u_j / \partial x_i)\) the strain tensor of the solid (the comma denotes partial derivatives); \(\lambda_s = \lambda + \alpha \kappa M\), where \(\lambda, \mu, M\) are elastic constants and \(\alpha\) a coefficient of elastic coupling. These parameters were defined by Biot and Willis.\textsuperscript{13} Applying the momentum conservation law in the absence of body forces, the equations of motion are written

\[
\nabla \cdot \sigma = \rho \ddot{\mathbf{u}} + \rho \phi \ddot{\mathbf{W}},
\]

\[
- \nabla p = \rho \dot{\mathbf{u}} + m \dot{\mathbf{W}} + \frac{\nu}{\kappa} \nabla \cdot \mathbf{F},
\]

where the dot and double dot notations refer to the first and second order time derivatives, respectively; \(\rho_f\) is the density of the fluid in the (interconnected) pores, \(\rho\) the bulk density of the porous medium, such that \(\rho = (1 - \phi) \rho_f + \phi \rho_s\), where \(\rho_s\) is the density of the solid; \(m = \rho_f \tau_s / \phi\) is a mass parameter defined by Biot;\textsuperscript{11} \(\tau_s\) the tortuosity; \(\eta\) the viscosity of the fluid, \(\kappa\) the permeability, and \(F\) the viscosity correction function. For an inhomogeneous porous layer or a half space
whose properties vary along the depth \( x \), the following parameters in the above equations are now dependent on \( x \): \( \lambda, \mu, \nu, \alpha, \phi, \rho, \tau_0, \kappa, \) and \( F \). Inserting Eqs. (1) and (2) into Eqs. (3) and (4) yields the equations of motion in terms of the displacements

\[
\nabla \left[ (\lambda + 2\mu) \nabla \cdot \mathbf{u} + \alpha M \nabla \cdot \mathbf{w} \right] - \nabla \left[ \mu \nabla \times \mathbf{u} \right] - 2\nabla \mu \nabla \cdot \mathbf{u} + 2\nabla \mu \nabla \times \mathbf{u} + 2\nabla \mu \nabla \cdot \mathbf{u} = \rho \dot{\mathbf{u}} + \rho \dot{\mathbf{w}} - \rho f w,
\]

\[
\nabla \left[ M \nabla \cdot \mathbf{w} + \alpha M \nabla \cdot \mathbf{u} \right] = \rho_j \dot{\mathbf{u}} + m \dot{\mathbf{w}} + 2f \mathbf{w},
\]

where the \( x \) dependence of the constitutive parameters has been removed to simplify the notations.

Under the assumption of a rigid frame, \( \mathbf{u} = 0 \), Eqs. (1) and (3) vanish. The system of equations reduces to Eqs. (2) and (4) and can be written in the frequency domain in a more suitable form for acoustical applications as

\[
-j \omega p = K_2(x, \omega) \dot{\mathbf{u}} \cdot \{ \{ \phi(x) \} \mathbf{U} \},
\]

\[
-j \omega \dot{\mathbf{p}} = j \omega p \{ \{ \phi(x) \} \mathbf{U} \},
\]

where \( \rho_j(x, \omega) \) and \( K_1(x, \omega) \) are, respectively, the effective density and bulk modulus of the inhomogeneous equivalent fluid. Their expressions are

\[
\rho_j(x, \omega) = \rho \frac{\phi(x)}{\phi(x)} \left[ 1 - \frac{R_1(x) \phi(x)}{M \phi(x)} F(x, \omega) \right],
\]

\[
K_1(x, \omega) = \frac{\gamma \rho_j / \phi(x)}{\gamma - (\gamma - 1)[1 - j R_1(x) \phi(x) G(x, B^2 \omega)/B^2 \phi(x)]}.
\]

where \( \gamma \) is the specific heat ratio, \( \rho \) the atmospheric pressure, and \( B^2 \) the Prandtl number. The correction functions \( F(x, \omega) \) and \( G(x, B^2 \omega) \) depend on \( x \) for inhomogeneous media. They are well-defined functions incorporating, respectively, the viscous characteristic length \( \Lambda \) of Johnson et al.\(^9\) and the thermal characteristic length \( \Lambda' \) of Champoux and Allard.\(^4\) The effective density and bulk modulus of the inhomogeneous equivalent fluid are functions of the frequency-independent parameters \( \phi(x), \tau_0(x), \Lambda(x), \Lambda'(x) \), and of the flow resistivity \( R_1(x) = n/(h(x)) \). The wave equation in \( \rho \) can be obtained by combining Eqs. (6) and (7).

The second order differential operator of the wave equation in a homogeneous fluid can be factorized and this yields a system of two coupled first order differential equations. This is the wave splitting description, which was mainly used in scattering problems in the time domain in electromagnetism\(^5\) and then adapted to the frequency domain.\(^2\) An inhomogeneous porous slab on which impinges an incident wave is shown in Fig. 1. Applied to the wave equation in the ambient fluid, the so-called “vacuum wave splitting transformation”\(^2\) is

\[
p^\pm = [\rho \pm \rho \phi(x) \mathbf{U} \cdot \mathbf{n}] / 2,
\]

where \( Z_0 = \rho \phi(x) \mathbf{U} \cdot \mathbf{n} \) is the characteristic impedance of the fluid surrounding the slab [used instead of \( Z_0(x, \omega) = \sqrt{\rho \phi(x) K(x, \omega)} \) of the fluid in the slab] and \( \mathbf{n} \) the unit normal vector (Fig. 1). A system of linear first order coupled differential equations is obtained from Eqs. (6) and (7):

\[
\frac{\partial p^+}{\partial t} = A^+(x, \omega) p^+ + A^-(x, \omega) p^-,
\]

\[
\frac{\partial p^-}{\partial t} = A^-(x, \omega) p^+ - A^+(x, \omega) p^-,
\]

with \( A^\pm(x, \omega) = j \omega / 2 \sqrt{\rho \phi(x) K(x, \omega)} \).

The computation principle is the following: \( p^\pm \) are first calculated in the surrounding homogeneous fluid at \( x = L \). An infinitely thin homogeneous layer of thickness \( dx \) is inserted at \( x = L - dx \) with the corresponding values of \( \rho_i \) and \( K_i \). At \( x = L \) a new set of \( p^\pm \) is determined with the help of Eq. (10). A new layer is added at \( x = L - 2dx \). Using the updated values of \( p^\pm \) at \( x = L \), the pressure subfields \( p^\pm(L - dx, \omega) \) are calculated. The operation is repeated until the last layer is added at \( x = 0 \). For each new layer, the continuity conditions on \( p \) and \( \phi(x) \mathbf{U} \cdot \mathbf{n} \) are implicitly accounted for on both sides of the cumulative slab. The initialization of the procedure requires that \( p^\pm \) must be determined at \( x = L \). To avoid this calculation, Green’s function approach\(^3\) is used. Two Green’s functions of \( G^\pm \) are defined by \( \forall x \in [0, L], p^\pm(x, \omega) = G^\pm(x, \omega) p^\pm(L, \omega) \). Green’s functions are characteristic of the sole material properties and describe the internal field. The boundary conditions at \( x = L \) are known and are \( G^+(L, \omega) = 1 \) and \( G^-(L, \omega) = 0 \). The system of coupled first order linear differential equations in \( G^\pm \) obtained by inserting Green’s functions in Eq. 3.
can be solved numerically using a Runge-Kutta routine. The reflection and transmission coefficients \( R(\omega) \) and \( T(\omega) \) are deduced from \( p^* \),

\[
p^*(0, \omega) = R(\omega)p^*(0, \omega),
\]

\[
p^*(L, \omega) = T(\omega)p^*(0, \omega).
\]

In the numerical simulations of the reflected and transmitted waves, the physical properties are multiplied by a function \( f(x) \) to create the change of their values with depth. This function can be called “inhomogeneity function” and is given by \( f(x) = 1 + C(1 - \text{erf}(-t(x-x_0)/r)) \), where \( C \) is a constant (different for each property modeled), \( x_0 \) the position of the jump, and \( r \) a steepness factor. The steeper is the jump the finer the stepping must be for better accuracy. 400 points were chosen to discretize the total slab and \( dx = 17.1/400 = 0.0428 \) mm. The value chosen for \( r \) had little effect on the computed results.

Smoothing the jump by taking \( r = 10dx \) resulted in an important reduction of the signal reflected at the interface between the two layers.

The experimental principle and the inhomogeneity function are shown in Fig. 1, where an airborne ultrasonic wave is generated and detected by specially designed (ULTRAN) transducers in a frequency range between 150 and 250 kHz. The incident wave is partly reflected, partly transmitted, and partly absorbed by layers of highly porous polyurethane foams put in contact, not glued. The physical parameters (Table I) of each layer were measured \(^{15} \) and, within the bounds of the experimental error, those of layer 2 were adjusted to best fit the results for the layered system.

The authors are grateful to O. Matsuda for his useful comments on earlier versions of this letter.
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Wave propagation in macroscopically inhomogeneous porous materials has received much attention in recent years. The wave equation, derived from the alternative formulation of Biot’s theory of 1962, was reduced and solved recently in the case of rigid frame inhomogeneous porous materials. This paper focuses on the solution of the full wave equation in which the acoustic and the elastic properties of the poroelastic material vary in one-dimension. The reflection coefficient of a one-dimensional macroscopically inhomogeneous porous material on a rigid backing is obtained numerically using the state vector (or the so-called Stroh) formalism and Peano series. This coefficient can then be used to straightforwardly calculate the scattered field. To validate the method of resolution, results obtained by the present method are compared to those calculated by the classical transfer matrix method at both normal and oblique incidence and to experimental measurements at normal incidence for a known two-layers porous material, considered as a single inhomogeneous layer. Finally, discussion about the absorption coefficient for various inhomogeneity profiles gives further perspectives.
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I. INTRODUCTION

The study of wave propagation in macroscopically inhomogeneous porous media was initially motivated by (1) the design of sound absorbing porous materials with optimal material and geometrical property profiles\(^1\) and (2) the retrieval of the spatially varying material parameters of industrial foams.\(^2\) These, and other inverse problems, are of great importance in connection with the characterization of the mechanical properties of naturally occurring macroscopically inhomogeneous porous materials, such as bones. The literature on inhomogeneous media is extensive in several fields of physics, from optics and electromagnetism,\(^3,4\) to acoustics,\(^5,6\) and geophysics\(^7\) and granular media.\(^8\) Many natural and man-made materials are porous, and therefore heterogeneous at a microscopic scale. The wave equation in macroscopically inhomogeneous porous media was derived from the alternative formulation of Biot’s theory\(^9\) in Ref. 10 and solved in the case of rigid frame inhomogeneous porous materials via the Wave Splitting method and “transmission” Green’s functions approach or via an iterative Born approximation procedure based on the specific Green’s function of the configuration.\(^11\) The recovery of several profiles of spatially varying material parameters by means of an optimization approach, was then achieved in Ref. 2 still in the rigid frame approximation.

When saturated by a light fluid such as air, the frame is moving below the solid/fluid decoupling frequency. Moreover, in many applications porous materials are saturated by a heavy fluid such as water or bone marrow. They can also be excited mechanically. In these cases, the rigid frame approximation is not valid and the full macroscopically inhomogeneous poroelastic model should be used and solved.

It is assumed that the wavelengths are larger than the average heterogeneity size at the pore scale so that the physical properties are homogenized. However, these properties can vary with the observation point within the material at the macroscopic scale of the specimen. Macroscopically inhomogeneous poroelastic materials imply that both acoustic and elastic properties are space-dependent at the macroscopic scale.

First, the constitutive linear stress-strain relations and the momentum conservation law in the absence of body forces are recalled for an inhomogeneous poroelastic material. These equations are then solved for a one-dimensional macroscopically inhomogeneous poroelastic material via the...
state vector formalism or the so-called Stroh formalism\(^{12}\) together with Peano series.\(^{13,14}\) The Stroh formalism is largely used to model acoustic wave propagation in stratified anisotropic elastic materials.\(^{15,16}\) Similar methods (transmission matrix method) are used in electromagnetism to model the propagation of electromagnetic waves in anisotropic or gyrotropic stratified materials.\(^{17,18}\) In the frequency domain, it consists in the rewriting of the constitutive linear stress-strain relations in an initially stress free, statistically isotropic material. This leads after spatial Fourier transform to a first-order ordinary differential system of equations whose unknown is the state vector. The spatial dependence of the materials properties are accounted for through the spatially dependent matrix components. The solution of the system appears in terms of Peano series, which are well fitted for wave propagation problems in functionally graded materials.\(^{19}\) These series apply to continuously varying poroelastic properties and avoids problems related to a lack of discretization when the materials are approximated by stratified ones. Numerical results obtained with this method are compared to calculations of the classical transfer matrix method performed with the validated MAINE3A code\(^{20}\) for a known two-layers porous material, considered as a single inhomogeneous layer. The transfer matrix method is particularly suitable to solve problems involving a layered configuration.

Numerical results are also compared to experimental measurements at normal incidence. The experiment consists in recording waves reflected by the chosen two-layered porous medium laid on the floor of a semi-anechoic room when excited at normal incidence by a dipolar source.

Finally, applications in material design for engineering applications are treated, by comparing the absorption coefficient of a macroscopically inhomogeneous porous plate with various inhomogeneity profiles that are either continuous or discontinuous.

II. EQUATIONS OF MACROSCOPICALLY INHOMOGENEOUS POROUS MATERIALS

As pointed out by several authors,\(^{9,21,22}\) the generalized formulation of the Biot theory\(^ {9}\) is suitable to macroscopically inhomogeneous porous media and also to take into account anisotropy and viscoelastic frames. Recently, another formulation was proposed in Ref. 23 that is also suitable to macroscopically inhomogeneous porous media. The article focuses on the alternative Biot’s formulation, which is largely employed in acoustics and geophysics.

Rather than dealing directly with the arbitrary field \(\hat{\sigma}(x, t)\) [with \(x = (x_1, x_2)\)], we prefer to deal with the \(S(x, \omega)\), related to \(\hat{\sigma}(x, t)\) by the Fourier transform \(\hat{\sigma}(x, t) = \int_{-\infty}^{\infty} S(x, \omega) e^{i\omega t} d\omega\), wherein \(\omega = 2\pi\nu\) is the angular frequency, with \(\nu\) the frequency. Henceforth, we drop the \(\nu\) in \(S(x, \omega)\) so that it is written \(S(x)\).

From the alternative formulation of Biot,\(^ {9}\) the stress strain relations in an initially stress free, statistically isotropic poroelastic material take the form

\[
\begin{align*}
\sigma_{ij} &= 2N\epsilon_{ij} + (\lambda, \theta - 2\mu\zeta)\delta_{ij}, \\
p &= M(\zeta - \theta),
\end{align*}
\]

where in \(\delta_{ij}\) denotes the Kronecker symbol. The components of the total stress tensor are \(\sigma_{ij}\), the fluid pressure in the pores is \(p\), and the components of the strain tensor are \(\epsilon_{ij} = 1/2(u_{ij} + u_{ji})\), with the solid displacement \(u\), \(\theta = u_{ij}\), and \(\zeta = -w_{ji}\) with the fluid/solid relative displacement \(w = \phi (U - u)\) (\(U\) being the fluid displacement and \(\phi\) the porosity). The Einstein summation notation is implicit in the expressions of \(\theta\) and \(\zeta\). The material properties\(^ {24}\) are the bulk modulus of the closed porosity system, i.e., in which the pore volume is sealed, \(\lambda\), the Lamé coefficients of the elastic frame \(\lambda\) and \(\nu\), an additional elastic parameter \(M\), and an elastic coupling coefficient \(\phi\).

These mechanical coefficients are related to the more commonly used in acoustics \(P\), \(Q\), and \(R\) coefficients from the original formulation\(^ {25}\) through

\[
\begin{align*}
\lambda &= \phi (Q + R) / R, \\
\lambda &= P - Q^2 / R - 2N + \xi^2 M.
\end{align*}
\]

The expressions of \(P\), \(Q\), and \(R\), in case of air saturated materials, reduce to\(^ {26}\)

\[
\begin{align*}
R &= \phi K_f, \\
P &= K_b + 4N / 3 + (1 - \phi) K_f / \phi.
\end{align*}
\]

wherein the bulk modulus of the skeleton is \(K_b = 2N (1 + \nu)/3 (1 - 2\nu)\), the Poisson coefficient (of the skeleton) is \(\nu\), and

\[
K_f = \frac{\gamma P_0}{\gamma - (\gamma - 1) \left[ 1 + \frac{c_{\phi}}{c_{Pr}} G(\phi) \right]},
\]

The correction function \(G(\phi)\), introduced in Ref. 27 to account for the thermal losses, is

\[
G(\phi) = \sqrt{1 - \eta G(\phi) / \rho_{\phi}} \left[ \frac{2 \sigma_{\infty}}{K_1} \right]^2,
\]

whith \(c_{\phi} = K_1 / \phi / \tau_{\infty} / \gamma\) the specific heat ratio, \(Pr\) the Prandtl number; \(\tau_{\infty}\) the tortuosity, \(K_1\) the “thermal resistivity,” and \(\Lambda'\) the thermal characteristic length. The thermal resistivity is related to the thermal characteristic length\(^ {27}\) through

\[
K_1 = 8 \tau_{\infty} / \rho / \phi / \Lambda'^2.
\]

In the absence of body forces, the conservation of momentum and the generalized Darcy’s law lead to the following equations in the frequency domain:

\[
\begin{align*}
\omega^2 \rho_{w} q_{w} + \omega^2 \rho u = -\sigma_{ij}, \\
\omega^2 \rho_{w} d_{w} + \omega^2 \rho_{1} q_{w} = p_{ij},
\end{align*}
\]

wherein the bulk density of the porous medium is \(\rho\), such that \(p = (1 - \phi) \rho_{s} + \phi \rho_{f}\) with \(\rho_{s}\) the density of the solid
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and \( \rho_f \) the density of the saturating fluid, and the mass parameter \( \rho_{eq} \) (Refs. 9 and 28) is

\[
\rho_{eq} = \frac{\rho_f \tau_{\infty}}{\phi} \left[ 1 + \frac{i\omega}{\omega_0} F(\omega) \right].
\]

The correction function \( F(\omega) \), introduced in Ref. 28 and which accounts for the viscous losses, is given by

\[
F(\omega) = \sqrt{1 - i\eta\rho_c \omega \left( \frac{2\tau_{\infty}}{R_f^2 \phi \Lambda} \right)^2},
\]

with the Biot frequency \( \omega_b = K_f \phi / \rho_f \tau_{\infty} \), the flow resistivity \( R_f \) and the viscous characteristic length \( \Lambda \). The mass parameter \( \rho_{eq} \) is the complex frequency dependent equivalent density used in the rigid frame approximation, while the complex frequency dependent equivalent bulk modulus \( K_{eq} \) used in this approximation is related to \( K_f \) through \( K_f = \phi K_{eq} \). For most foams, the elastic coupling coefficient \( \eta \) reduces to 1, \( M = \rho_{eq} \) and \( \phi \) reduces to \( \phi = K_f - 2/3N + \phi M \).

In the previous equations, \( N, \phi, \lambda \) (and \( v \), \( \lambda_s, \), \( x, M, \phi, \tau_{\infty}, \Lambda, \Lambda', R_f, R_f \) are \( x \) dependent.

III. NUMERICAL EVALUATION OF THE PRESSURE FIELD

A. Description of the configuration

Both the incident plane acoustic wave and the plate are assumed to be invariable with respect to the Cartesian coordinate \( x_1 \). A cross-sectional \( x_1 \)-\( x_2 \) plane view of the 2D scattering problem is shown in Fig. 1.

The upper and lower boundaries of the layer are flat and parallel. They are designated by \( \Gamma_1 \), and \( \Gamma_0 \) and their \( x_2 \) coordinates are \( L \) and 0. The porous material \( M^{[1]} \) occupies the domain \( \Omega^{[1]} \). The inhomogeneity of the plate occurs along the \( x_2 \) direction, i.e., \( N, \lambda \) (and \( v \), \( \lambda_s, \), \( x, M, \phi, \tau_{\infty}, \Lambda, \Lambda', R_f, R_f \) are \( x \)-dependent. An isotropic macroscopically inhomogeneous porous material is considered. The material can be viewed as a functionally graded material. The surrounding and saturating fluid is the air medium (density \( \rho = 1.213 \text{ kg m}^{-3} \), atmospheric pressure \( \rho_b = 1.01325 \times 10^5 \text{ Pa} \), and viscosity \( \eta = 1.839 \times 10^{-5} \text{ kg m}^{-1} \text{ s}^{-1} \)). The inhomogeneous porous layer is backed by a rigid plate at \( \Gamma_0 \).

We denote the total pressure, wavevector and density, respectively, with \( p^{[0]} \), \( k^{[0]} \) and \( \rho^{[0]} \) in \( \Omega^{[0]} \) and the total stress tensor, the fluid pressure in the pores, the solid displacement, and solid/liquid relative displacement respectively with \( p^{[1]} \), \( k^{[1]} \) and \( \rho^{[1]} \) and \( w^{[1]} \) in \( \Omega^{[1]} \).

The wavevector \( \mathbf{k} \) of the incident plane wave lies in the sagittal plane and the angle of incidence is \( \theta \) measured counterclockwise from the positive \( x_1 \) axis. The incident wave, initially propagating in \( \Omega^{[0]} \), is expressed by \( p^{[\theta]}(x) = A e^{i(x_1 k_{\perp} - z\lambda)} \), where \( k_{\perp} = k^{[0]} \cos \theta \), \( k^{[0]} = 2\pi / \lambda^{[1]} \), and \( \lambda^{[1]} \) is the signal spectrum. The uniqueness of the solution to the forward-scattering problem is ensured by the radiation condition:

\[
p^{[\theta]}(x) - p^{[\theta]}(x) \sim \text{outgoing waves}; |x| \rightarrow \infty, x_2 > L.
\]

The spatial Fourier transform of the Eqs. (1) and (6) is first performed. The transform \( \hat{s}(x_2, k_1) \) of \( s(x) \) is also introduced and can be written in the form \( \hat{s}(x) = \hat{s}(x_2, k_1) e^{i\phi_1(x_1)} \) because of the plane wave nature of the excitation. Henceforth, we drop the \( k_1 \) in \( \hat{s}(x_2, k_1) \) so that it is written \( \hat{s}(x_2) \). The geometry of the configuration being planar and infinite along the \( x_2 \)-axis, the fields components that are continuous along the inhomogeneity and the boundary conditions apply either to \( s(x) \) or to \( \hat{s}(x_2) \).

Inside the domain \( \Omega^{[1]} \) the normal components of the total stress tensor, \( \sigma_{11}^{[1]} \) and \( \sigma_{22}^{[1]} \), the pressure \( p^{[1]} \), the solid displacements, \( u_1^{[1]} \) and \( u_2^{[1]} \), and the normal component of the solid/liquid relative displacement \( w_2^{[1]} \) are continuous along the \( x_2 \)-axis. It seems natural to choose these 6 parameters as components of the state vector. Nevertheless, it seems better to adapt these components to the considered boundary problem. On one hand, at the interface \( \Gamma_L \), the normal components of the stress tensor \( \sigma_{12}^{[0]} = 0, \sigma_{22}^{[0]} = -p^{[0]} \), the pressure \( p^{[1]} = p^{[0]} \), and normal component of the velocity \( -i\omega w_1^{[0]} + u_2^{[0]} = V_2^{[0]} \) with \( V_2^{[0]} \) the normal component of the velocity in \( \Omega^{[0]} \) are continuous. On the other hand, the solid displacement and the normal component of the solid/liquid relative velocity vanish at the interface \( \Gamma_0 \), i.e., \( u_1^{[0]} = 0, u_2^{[0]} = 0 \) and \( -i\omega w_2^{[0]} + u_2^{[0]} = 0 \). Because \( u_2^{[0]} \) and \( w_2^{[0]} \) are continuous at any \( x_2 \) in \( \Omega^{[1]} \), the normal component of the velocity \( -i\omega w_2^{[1]} + u_2^{[1]} \) is also continuous. The normal component of the solid/liquid relative displacement \( w_2 \) is also replaced by \( W_2^{[1]} = -i\omega w_2^{[1]} + u_2^{[1]} \) in Eqs. (1) and (6). This parameter is preferred to \( w_2^{[1]} \) to define the wave vector.

After spatial transform, the Eqs. (1) and (6) split into two systems of equations (see the Appendix): one set of six first order differential equations only depending on the components of the column state vector \( W = [\sigma_{12}, \sigma_{22}, p^{[1]}, u_1^{[1]}, u_2^{[1]}, V_2^{[1]}] \), and one set of two equations that linked the two last unknowns, \( u_2^{[1]} \) and \( w_2^{[1]} \), to the components of the state vector. The problem also reduces to the solution of the first order differential matrix system composed of the first six first order differential equations:

\[
\frac{\partial W}{\partial x_2} - AW = 0,
\]

with \( A = -B^{-1}D \), wherein

\[
B = \begin{bmatrix}
1 & 0 & 0 & 0 & i k_1 (\lambda - 2M) & -k_2 M \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & N & 0 & 0 \\
0 & 0 & 0 & \lambda + 2N - 2M & i\omega M & 0 \\
0 & 0 & 0 & 0 & \lambda - (x - 1)M & i\omega M
\end{bmatrix}, \quad (11)
\]
and

\[ D = \begin{bmatrix} 0 & 0 & ik_1 \left( \frac{\rho_j}{\rho_{eq}} - \frac{\rho_j^2}{\rho_{eq}^2} \right) & 0 & 0 \\ ik_1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & \frac{k_2^2 M}{\rho_{eq}^2 \omega^2} & ik_1 \left( \frac{\rho_j}{\rho_{eq}} - \frac{\rho_j^2}{\rho_{eq}^2} \right) & 0 \\ 0 & 0 & 1 - \frac{k_2^2 M}{\rho_{eq}^2 \omega^2} & ik_1 \left( \frac{\rho_j}{\rho_{eq}} - \frac{\rho_j^2}{\rho_{eq}^2} \right) & 0 \end{bmatrix} \]  

This avoids any problem related to \( B^T \neq A \) not commuting for different values of \( \omega \). This dependence has not been detailed in (11) and (12) for conciseness.

The solution of system (10) takes the form

\[ \dot{W}(L) = MW(0), \]  

where \( M \) is the so-called matrix matricant,\textsuperscript{14} which relates the value of the state vector \( W(0) \), at \( x_2 = 0 \), to the value of the state vector \( \dot{W}(L) \), at \( x_2 = L \). Since \( A \) is not dependent (i.e., the plate is not homogeneous or piecewise constant) and \( A \) does not commute for different values of \( x_2 \), i.e., \([A(x_2), A(x_2')] = A(x_2)A(x_2') - A(x_2')A(x_2) \neq 0, V(x_2, x_2') \in [0, L]^2, x_2 \neq x_2'\), the matricant \( M \) does not contain matrix exponentials or multiplications of matrix exponentials. The matricant is rather defined by the so-called multiplicative integral satisfying the Peano expansion.\textsuperscript{13,14,99,99} This avoids any problem related to lack of discretization when the continuously varying material is approximated by a piecewise constant material. The Peano series reads as

\[ M = I + \int_0^L A(x_2) \mathrm{d}x_2 + \int_0^L A(x_2) \left[ \int_0^{x_2} A(\zeta) \mathrm{d} \zeta \right] \mathrm{d}x_2 + \cdots \]  

and the evaluation of \( M \) is performed via the iterative scheme

\[ \Omega^{(0)} (x) = \frac{k^i_1}{\rho_j} \Gamma_L. \]

FIG. 1. Cross-sectional plane view of the configuration.

The matrices \( B \) and \( D \) are \( x_2 \)-dependent, because \( \lambda_j(x_2), \sigma(x_2), M(x_2), N(x_2), \mu(x_2), \) and \( \rho(x_2) \) are \( x_2 \)-dependent. This dependence has not been detailed in (11) and (12) for conciseness.

The solution of system (10) takes the form

\[ \dot{W}(L) = MW(0), \]  

such that \( \lim_{i \to \infty} M^n = M. \)

**C. The boundary problem**

The application of the boundary conditions at both interfaces \( \Gamma_L \) \( \sigma_{12}^{(0)} |_{\Gamma_L} = 0, \sigma_{21}^{(0)} = -\rho \sigma_{12}^{(0)}, \rho_{12}^{(0)} = \rho_{21}^{(0)}, V_{12}^{(0)} = V_{21}^{(0)} = -i/\omega \rho_{21}^{(0)}, \) and \( \Gamma_0 \) \( \delta_{12} = 0, \delta_{21} = 0, V_{12}^{(0)} = 0 \) yields the state vectors \( \dot{W}(L) \) and \( \dot{W}(0) \), which are required to solve the problem. From the separation of variables, the radiation conditions, and the spatial Fourier transform, the pressure field in the \( \Omega^{(0)} \) can be written as

\[ \rho^{(0)} = A'e^{-i\delta_i^{(0)}(x_2 - L)} + A'R e^{i\delta_i^{(0)}(x_2 - L)}, \]  

where \( R \) is the reflection coefficient. The state vectors become

\[ \begin{bmatrix} \sigma_{12}^{(0)}(L) \\ \sigma_{21}^{(0)}(L) \\ \rho_{12}^{(0)}(L) \\ \rho_{21}^{(0)}(L) \\ V_{12}^{(0)}(L) \end{bmatrix} = \begin{bmatrix} 0 \\ -i\delta_i^{(0)}(L) \\ \rho_{12}^{(0)}(L) \\ \rho_{21}^{(0)}(L) \\ -i\delta_i^{(0)}(L) \end{bmatrix} = S + L' \begin{bmatrix} A'R \\ i\delta_i^{(0)}(L) \end{bmatrix}, \]  

and

\[ \begin{bmatrix} \sigma_{12}^{(0)}(0) \\ \sigma_{21}^{(0)}(0) \\ \rho_{12}^{(0)}(0) \\ \rho_{21}^{(0)}(0) \\ V_{12}^{(0)}(0) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} = L' \begin{bmatrix} \sigma_{12}^{(0)}(0) \\ \sigma_{21}^{(0)}(0) \end{bmatrix}. \]
wherein S accounts for the excitation of the system by the plane incident wave, \( L^2 \) relates the unknowns \( R, \tilde{u}^1(L) \) and \( \tilde{p}^{(1)}(0) \) to the state vector \( \tilde{W}(L) \), and \( L^0 \) relates the unknowns \( \tilde{u}^{(1)}(0), \tilde{\sigma}^{(1)}(0) \) and \( \tilde{p}^{(1)}(0) \) to the state vector \( \tilde{W}(0) \). Their expressions are:

\[
S = \begin{bmatrix} 0 & -A' & 0 & -A'k_0^2/c_0p^0 \\ -A' & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -A'k_0^2/c_0p^0 & 0 & 0 & 0 \end{bmatrix}, \quad L^0 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad \text{and}
\]

\[
L^2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ -A'k_0^2/c_0p^0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.
\]

Finally, the introduction of (17) and (18) in (13) gives rise to the final system of equations, whose solution contains the reflection coefficient \( R \):

\[
\begin{align*}
\begin{bmatrix} A'R \\ \tilde{u}_1^{(1)}(L) \\ \tilde{u}_2^{(1)}(L) \\ \tilde{\sigma}_{12}^{(1)}(0) \\ \tilde{\sigma}_{22}^{(1)}(0) \\ \tilde{p}^{(1)}(0) \end{bmatrix} &= -S \begin{bmatrix} \tilde{W}(L) \\ \tilde{W}(0) \end{bmatrix},
\end{align*}
\]

This system is solved for each frequency and directly provides the reflection coefficient associated with the plane incident wave. The pressure field in \( \Omega^0 \) can then be calculated through \( \tilde{p}^0 = \tilde{p}^{(1)}(0) + \tilde{p}^{(0)} \). A similar system can be cast when the inhomogeneous porous plate is not backed and radiates in the air medium. In this case, a transmitted field is required and the transmission coefficient is also calculated.

### IV. VALIDATION ON A MULTILAYERED POROUS MEDIUM

In order to validate the present method, calculations are performed for a known two-layers poroelastic medium configuration considered as a single poroelastic plate. Each layer of the plate is a porous foam saturated by air. The characteristic properties of each layer have been determined by classical methods \(^{26} \) and are given in Table I. The layer 1 is a Eurocell foam while layer 2 is a Fireflex (Recticel, Wetteren-East-Flanders, Belgium) foam.

The choice of this configuration is motivated by the fact that the results of the present method can be compared with known results from the classical Transfer Matrix Method (TMM) provided by MAINE3A \(^{20} \) and with experimental measurements.

To consider the slab as a single inhomogeneous material, the jump discontinuities in the two-layered system are smoothed by using the following analytical continuous and continuously differentiable function:

\[
I(x) = 1 + \frac{C}{2} \left[ 1 + \text{erf} \left( \frac{x - x_0}{r} \right) \right],
\]

wherein \( C \) is the step value, which is different for each parameter in Table I, \( \text{erf} \) is the error function, \( x_0 \) is the position of the jump, and \( r \) corresponds to the steepness of the continuous jump such that the smaller \( r \) is, the steeper is the jump.

The number of iterations required for the correct evaluation of the matricant increases with frequency. A change of variable like that proposed in Refs. 30 and 31 seems inaccurate, because the characteristic parameters are frequency dependent for porous materials. Moreover, a large number of iterations is required for the correct evaluation, because poroelastic materials are highly dissipative.

The configuration is discretized in with 1000 points and the number of iterations for the evaluation of the Peano series is 250. The jump position and its slope are fixed to \( x_0 = 50 \text{ mm} \) and \( r = 10^{-6} \) while the total thickness is \( L = 69.8 \text{ mm} \).

### A. Numerical validation

The results calculated with the present method are first compared with those from the classical TMM provided by MAINE3A at normal and oblique incidences. Figure 2 depicts the real and imaginary parts of the reflection coefficient at normal and oblique incidences by the two-layers medium studied. The curves cannot be distinguished one from another.

This provides a validation of the model and of the solving method.

The real and imaginary part of the reflection coefficient calculated with MAINE3A under the rigid frame approximation (\( \circ \)) and with the Limp model \(^{25} \) (\( \Box \)) are also plotted Fig. 2. Below 4000 Hz the rigid frame approximation is not valid at the Biot resonances. This test emphasizes the added value of the new method modeling the wave propagation in macroscopically inhomogeneous poroelastic foams at low frequencies, and validates the method in the high frequency range. The peaks at low frequencies are also attributed to Biot and not to Limp effects. The method is also stable and robust.

### B. Experimental validation

The principle of the experiment is shown in Fig. 3. A 1.58 m \( \times \) 1.06 m plate of Eurocell of 5 cm thick is laid on the floor of the semi-anechoic room available in ATF.
KULeuven. A 1.5 m × 2 m plate of Fireflex of 1.98 cm thick was then laid above of the Eurocell foam. The two foams are in contact and not glued. The floor is supposed to be rigid.

A dipolar source, radiating a sweep from 100 Hz to 5000 Hz, is placed at the center of the Eurocell foam at \( x_2 = \frac{83}{2} \) cm above the ground. A microphone is placed successively at \( x_2 = \frac{8.5}{2} \) cm and \( x_2 = 9.5 \) cm above the ground at the center of the source. The source center was determined by recording the sweep signal with the microphone at various positions along the \( x_1 \) and \( x_3 \) axis. The source center corresponds to the maximum of amplitude recorded by the microphone. This guarantees that the recordings are performed at normal incidence. The \( x_2 \) position of both the source and of the microphone ensure that, locally, the field can be approximated by a plane wave. The recorded signals are averaged over 30 waveforms. The pressures recorded at both positions take the form
\[
p^{(1)} = A' e^{-ik_0 x_2^{(1)}} + A' Re^{ik_0 x_2^{(1)}}, \quad j = 1, 2
\]
at normal incidence. It directly equals the spatial Fourier transform \( \hat{p}^{(j)} = p^{(j)} \), because the pressure is recorded at normal incidence. From these two measurements, the reflection coefficient at normal incidence can be determined through
\[
R = \frac{p^{(1)} e^{-ik_0 x_2^{(1)}} - p^{(2)} e^{-ik_0 x_2^{(2)}}}{p^{(2)} e^{-ik_0 x_2^{(2)}} - p^{(1)} e^{-ik_0 x_2^{(1)}}}.
\]

This formula is commonly used when the measuring technique, sometimes referred to as the Tamura method \(^{13} \) or sometimes referred to as PP-method, \(^{34} \) is used. Figure 4 depicts the absolute value of the experimental reflection coefficient calculated with the present method and measured between 500 Hz to 5000 Hz. This frequency bandwidth is usually considered as being the one over which the reflection methods give accurate results. A fairly good match is found between the curves. In particular, the peak around 800 Hz, which corresponds to a modified Biot resonance of the Eurocell, is well recovered. The discrepancies between the two curves can be explained by the fact that (1) a plane incident wave is assumed, (2) the foams are of finite size, (3) the boundary conditions between the rigid backing and the Eurocell foam does not correspond to perfectly rigid, (4) the two foams are not perfectly in contact, and by (5) the spacing between the two positions of the microphone. In order to emphasize the pertinence of a macroscopically inhomogeneous porous material approach, the absolute value of the reflection coefficient calculated for an homogeneous plate of thickness \( L = 6.98 \) cm of Eurocell and of Fireflex is also
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**FIG. 2.** Real and imaginary part of the reflection coefficient at normal incidence (a) and (b) and at \( \theta = \pi/6 \) (c) and (d) calculated with the present method (—), with MAINE3A (—), with MAINE3A under the approximation of the equivalent fluid model (○), and with MAINE3A with the Limp model (□).
plotted Fig. 4. Both results are quite far from the experimental curve and from the numerical calculation when the two-layers configuration is modeled as a macroscopically inhomogeneous material.

V. ASSUMPTION ON OTHER PROPERTY PROFILES

Macroscopically inhomogeneous porous materials offer the possibility of wider applications in sound absorbing material design than their macroscopically homogeneous counterparts. In the following, examples of absorbing material design are presented.

First, the acoustical properties of the previously studied two-layered plate see (Table I) are considered but the jump occurs at $x_0^2 = L/2$, i.e., the thickness of both foams is equal to 3.49 cm. The slope is then varied from $r = 10^{-6}$ to $r = 10^{-2}$. Then, a Hanning profile is considered by using the following analytical continuous and continuously differentiable function:

$$H(x) = 1 + \frac{C^2}{2} [1 - \cos \left(\frac{x}{L}\right)],$$

wherein $C$ is the relative difference in amplitude between the value at both sides and the value in the middle of the slab.

Figure 5 depicts the profile generated for $R_f$ as an example (the other parameters also vary with an identical profile) for $r = 10^{-6}$, $r = 10^{-2}$ and a Hanning profile, together with the corresponding absorption coefficient $A = 1 - |R|^2$. The absorption coefficient is one of the most important parameters when designing a foam. These last years, this coefficient has received a large attention, particularly the attempt of increasing its value at low frequencies. Porous foams suffer from a weak absorption at low frequency when compared to their efficiency at higher frequencies. While a modification of the slope only induces a frequency shift at higher frequencies, the use of the Hanning profile enables to increase the absorption coefficient at low frequency. When the foam stack is reversed, the absorption coefficient differs in case of single slope profiles, while it remains the same with symmetrical profiles as Hanning profile.

VI. CONCLUSION

A model of the acoustic response of macroscopically inhomogeneous elastic frame porous materials derived from the alternative Biot’s theory of 1962 was solved. A fast and stable numerical method, derived from the state vector formalism together with Peano series was developed to solve the macroscopically inhomogeneous poroelastic wave equations. To our knowledge, these equations are solved and these methods are derived for the first time for poroelastic materials. A validation of this method was made on the example of a two-layers medium, by comparison to the exact solution obtained by the transfer matrix method (MAINE3A) at both normal and oblique incidence and by comparison to experimental results at normal incidence. In the numerical procedure, the jump of properties between the layers was accounted for in the form of a single continuous function. This result validates the present procedure. Finally, examples of the absorption coefficient are given for various property profiles. These examples illustrate the possibility of designing acoustically absorbing materials by controlling the gradient of parameters. This last point requires further investigation, in particular, how the properties vary when the foam is compressed. Another possible application of the equations and method of solution derived here is the development of an optimized inversion procedure to characterize macroscopically inhomogeneous porous materials.
APPENDIX: DERIVATION OF THE FIRST-ORDER LINEAR ORDINARY DIFFERENTIAL SYSTEM

The expanded form of the spatial Fourier transform of (1) and (6) is

\[
\begin{align*}
\sigma_{ij}^\| &= i k_1 (\lambda_c + 2N) \hat{u}_{i}^1 + i k_1 \lambda \frac{\partial \hat{\nu}_{i}}{\partial x_2} + i k_1 2M \hat{\nu}_1 + 2M \frac{\partial \hat{\sigma}_{ij}^\|}{\partial x_2} \\
\sigma_{ij}^\perp &= i k_1 N \hat{\nu}_{i}^1 + N \frac{\partial \hat{\sigma}_{ij}^\perp}{\partial x_2} \\
\sigma_{22} &= (\lambda_c + 2N) \frac{\partial \hat{u}_2^1}{\partial x_2} + i k_1 \lambda \hat{\nu}_1 + i k_1 2M \hat{\nu}_1 + 2M \frac{\partial \hat{\sigma}_{22}}{\partial x_2} \\
\hat{p}_i &= -2i k_1 \hat{u}_1^i - 2M \frac{\partial \hat{u}_1^i}{\partial x_2} - i k_1 M \hat{\nu}_1 - M \frac{\partial \hat{\sigma}_{ij}^\perp}{\partial x_2} \\
p \rho_o \sigma_i \hat{u}_1^i + p \rho_o \sigma_i \hat{\nu}_1 &= -i k_1 \sigma_{ij}^\| \frac{\partial \hat{\sigma}_{ij}^\perp}{\partial x_2} \\
p \rho_o \sigma_i \hat{u}_2^i + p \rho_o \sigma_i \hat{\nu}_2 &= -i k_1 \sigma_{ij}^\perp \frac{\partial \hat{\sigma}_{ij}^\perp}{\partial x_2} \\
p \rho_o \sigma_i \hat{u}_1^i + p \rho_o \sigma_i \hat{\nu}_1 &= i k_1 \hat{p}_i \\
p \rho_o \sigma_i \hat{u}_2^i + p \rho_o \sigma_i \hat{\nu}_2 &= \frac{\partial \hat{\sigma}_{ij}^\perp}{\partial x_2} \tag{A1}
\end{align*}
\]

Introducing the state vector \( \mathbf{W} = (\hat{\sigma}_{12}^\|, \hat{\sigma}_{22}^\|, \hat{p}_i^1, \hat{u}_i^1, \hat{u}_i^2, \hat{\nu}_i^1, \hat{\nu}_i^2) \), the first-order linear ordinary differential system can be written in the form

\[
B \frac{\partial}{\partial x_2} \mathbf{W} + D \mathbf{W} = 0. \tag{A4}
\]

wherein \( B \) and \( D \) are defined in Eqs. (11) and (12).
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The acoustic transmission coefficient of a resonant sonic crystal made of hollow bamboo rods is studied experimentally and theoretically. The plane wave expansion and multiple scattering theory (MST) are used to predict the bandgap in transmission coefficient of a non-resonant sonic crystal composed of rods without holes. The predicted results are validated against experimental data for the acoustic transmission coefficient. It is shown that a sonic crystal made from a natural material with some irregularities can exhibit a clear transmission bandgap. Then, the hollow bamboo rods are drilled between each node to create an array of Helmholtz resonators. It is shown that the presence of Helmholtz resonators leads to an additional bandgap in the low-frequency part of the transmission coefficient. The MST is modified in order to account for the resonance effect of the holes in the drilled bamboo rods. This resonant multiple scattering theory is validated experimentally and could be further used for the description and optimization of more complex resonant sonic crystals.
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I. INTRODUCTION

With the growing interest for sustainable development, new acoustic materials more respectful to the environment should be designed.1 In acoustics, the usual absorbing and insulating materials, that can be found in buildings, for example, come from the petrochemical industry and can be hazardous to one’s health. However, some more ecological and natural solutions exist involving natural porous materials or sonic crystals made of recycled materials.2

Phononic crystals have received much more attention from the acoustical community in the last decade because of their particular acoustic properties, including bandgaps.3 Numerous studies have been reported in the ultrasonics frequency range for steel rods embedded in water,4 epoxy,5 or air.6 Indeed, the acoustic waves cannot propagate through this periodic arrangement over some frequency bands depending on the characteristics of a unit cell.7 This is due to multiple scattering leading to destructive interferences between the rods.

In order to improve the width and central frequencies of the bandgaps for acoustic insulation, structure characteristics should be adapted. We denote by “suitable lattice” the lattice with the best desired characteristics in the audible frequency range designed in accordance with the bamboo mean radius. By acting on the characteristics of the individual cells, transmission loss related to the periodicity can be combined with additional resonant effects at low frequencies, improving the acoustic properties of the structure. Until now, research has mostly focused on split ring like resonators.8,9 This type of resonator is easy to build, can be very well calibrated, and can resonate for frequencies below the first bandgap frequency. Such structures are useful for acoustic insulation10 because of the transmission losses increasing due to these resonances at low frequencies. The bandgap can be enhanced, by tuning the resonators, to create “metamaterials” with more efficient or different properties, like those of an acoustic lens.11

In this paper, the sonic crystal is made with resonant bamboo. By drilling a hole in each initially closed cavity, a bamboo rod becomes a stack of Helmholtz resonators (HRs). The dimensions of bamboo rods used in this paper enable resonance of the HR at very low frequencies. The use of natural material induces dispersion on the dimensions of the scatterers hence on their resonance frequencies. This dispersion can be useful to design a wide frequency range acoustic insulator. The so-designed structure possesses a low transmission coefficient around 300 Hz. These frequencies have never been reached before with natural materials, to our knowledge.

The first part of the paper is devoted to the determination of suitable parameters for a bamboo rod sonic crystal efficient in the audible frequency range by use of the plane wave expansion (PWE) method. Previous investigations on airborne sonic crystals with resonant inclusions have been achieved by using a semi analytical method12,13 Here, the experimental response of the sample is then compared with multiple scattering theory (MST) calculations.14 Finally, a careful study of the Helmholtz resonator associated bandgap (orientation of the neck, effect of the number of the lines) allows one to account for the resonant character of the scatterers in the MST calculations and to correctly predict the acoustic behavior of the sample.

II. DESIGN OF THE SONIC CRYSTAL

The phononic crystal under study is a periodic arrangement of rods in air, i.e., a sonic crystal (SC). Typically, rods are arranged in a square or triangular lattice.15 To determine whether or not a bandgap could exist, an important parameter...
is the filling ratio \((Fr)\), between the area of the scatterer and the area of the unit cell, given by

\[
Fr = \frac{\pi d^2}{2a^2 \sqrt{3}} \tag{1}
\]

for a triangular arrangement where the unit cell is a regular hexagon. The diameter of a rod is \(d = 2R\) and the distance between two adjacent rod centers, i.e., the lattice periodicity, is \(a\), see Fig. 1. In order to create sufficiently strong destructive interactions between diffracted waves by each rod and to observe a forbidden band, it is usually observed that \(Fr\) yields between 0.4 and 0.6 (Ref. 16) for a square arrangement. In this range, the destructive interferences create an absolute bandgap where no wave can propagate in any direction inside the crystal. When the \(Fr\) is out of this range only a pseudo bandgap (bandgap in only one direction) is observed. A specific feature of the triangular arrangement is the possibility of creating absolute bandgap for \(Fr\) below 0.4 and have a full bandgap in a lower frequency range.\(^{17}\)

No wave can propagate through a SC in the frequency range of the bandgap, and consequently, such an arrangement is a good candidate to achieve acoustic shielding. The bandgap width depends on \(Fr\) and a bandgap appears when the half of the wavelength is equal to the separation distance between the successive rows. The central frequency of the first bandgap can then be easily calculated through \(f = c/\sqrt{3a}\) (where \(c\) is the speed of sound in the medium) as a first approximation. The determination of the bandgap can be achieved by using the PWE. A large contrast between the impedance of the fluid and the impedance of the rods is easily avoided. However, measurements are quite sensitive to sound in water can easily be highly directive, diffraction issues due to the finite size of the experimental device can be easily avoided. However, measurements are quite sensitive to these diffraction issues in the audible frequency range. To account for the finite size of the sonic crystal and for the position of the microphone, another method should be used. The finite difference time domain method\(^{16}\) or multiple scattering theory\(^{16}\) (MST) are good candidates. The MST is used here to calculate the acoustic field transmitted through the SC, which

### A. Determination of the lattice periodicity

The goal is to design a natural sonic crystal efficient in the audible frequency range. Because of their peculiar shape, bamboo rods are used. They are made of a wood tough enough for them to be approximated as infinitely rigid scatterers. Each rod is 2.60 m high with an external diameter \(d^a\) between 3.7 and 4.3 cm. As a first approximation, the mean diameter of all the bamboo rods can be used as the diameter of each scatterers for a PWE calculation. This mean diameter is \(d = 2R = 4\) cm, wherein \(R\) is the mean radius of all the bamboo rods. The PWE is used to determine the more suitable bandgap for a low frequency application (the widest with the lowest central frequency as possible with regards to the radius constraint) and so, the most suitable lattice shape and periodicity. The acoustic wave equation is rewritten in the reciprocal space (2D spatial Fourier transform) where the problem becomes a standard eigenvalue problem. This eigenvalue problem is solved numerically over the first Brillouin zone. A triangular lattice is chosen because such lattices enable absolute bandgap with a larger periodicity than a square lattice. The acoustic field is calculated for a unit cell along the first Brillouin zone with coordinates \(\Gamma = (0, 0), X = (4\pi/a, 0)\), and \(M = (\pi/a, \pi/\sqrt{3}a)\).

To ensure a good convergence of the results, the PWE is computed with 169 waves. When the periodicity increases, the bandgap central frequency decreases, but its width drastically shrinks and then the absolute character of the bandgap disappears. A lattice constant of 9 cm is chosen. The corresponding filling ratio is \(Fr = 0.18\). This value seems to be the best compromise between the bandgap width and a low bandgap central frequency. With these parameters the first absolute bandgap lies between 2000 Hz and 2550 Hz and particularly, the bandgap lies between 1600 and 2550 Hz in the \(\Gamma X\) direction (see Fig. 2). This configuration is used in the following.

The PWE is useful to determine bandgaps for a sonic crystal made of perfectly rigid cylinders but is limited to the study of infinite structures. PWE cannot take into account the diffraction effects on the boundaries of a finite SC. For finite structures of sufficiently large extend, the global behavior remains almost the same as the one of the corresponding and PWE results constitute a first good approximation. As ultrasound in water can easily be highly directive, diffraction issues due to the finite size of the experimental device can be easily avoided. However, measurements are quite sensitive to these diffraction issues in the audible frequency range. To account for the finite size of the sonic crystal and for the position of the microphone, another method should be used. The finite difference time domain method\(^{16}\) or multiple scattering theory\(^{16}\) (MST) are good candidates. The MST is used here to calculate the acoustic field transmitted through the SC, which
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**FIG. 1.** Diagram of a triangular lattice for an ideal sonic crystal. (a) Direct space, where rods have a radius \(r\) and a lattice constant \(a\). (b) Reciprocal space with the irreducible Brillouin zone.
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**FIG. 2.** Band diagram for a sonic crystal in a triangular lattice with a radius of 2 cm and a lattice constant of 9 cm. Dispersion curves are plotted along the direction of the irreducible Brillouin zone \(\Gamma XM\) where \(\Gamma X\) is the normal incidence. The grey area shows the absolute bandgap.
is compared with experimental results. The MST also account for the dispersion of rod radii. However, the rod position is fixed by the lattice periodicity, because accounting for it would require a large amount of (and complicated) distance measurements. Moreover, the PWE does not allow for internal resonance. Moreover, the MST is modified (see Sec. III C) to account for possible resonant effects of the scatterers.

B. Determination of the transmission loss with multiple scattering theory

MST, usually known as the Korringa–Kohn–Rostoker approach, was mainly developed for the calculation of electronic band structures. This method was widely used in elasticity and electromagnetism.19 The main idea is to separate the fields distributed in the 2D space into non-overlapped regions, each of them containing a rod. The total acoustic field is calculated for each region as being the sum of the diffracted field by the scatterer and the incident field on this scatterer, the latter being composed of the scattered field by the other scatterers (Graf’s addition theorem) and by the direct incident field. Let us consider a structure made of N parallel circular cylinders, identified by superscript n ∈ N, of radius r*, located at r* = (r*, θ*) in the global polar coordinate system in the cross-sectional plane. As indicated above, the key to the multiple scattering method are the local field expansions or multiple expansions in the vicinity of each cylinder in the polar coordinate system linked to that cylinder

\[ p(r_j) = \sum_{m \in Z} \left( A_m^p H_0^{(1)}(kr_j) + B_m^p J_0(kr_j) \right) e^{im\theta_j}, \]

where \( H_0^{(1)} \) is the first-kind Hankel function of order m, \( J_m \) is the Bessel function of order m, \( A_m^p \) are the coefficients of the scattered field by the n-th cylinder, \( B_m^p \) are those of the incident field impinging upon the n-th cylinder. The local incident field on the n-th cylinder is generated by the actual incident field \( p^\text{Inc} \) as well as by the fields that are scattered by all other cylinders j ≠ n. Their coefficients also take the form

\[ B_m^p = K_m^p + \sum_{j:n \neq n} \sum_{q:q \in Z} S_{pq}^m J_q^m, \]

where \( K_m^p \) are the coefficients of the actual incident field, i.e., a planar incident wave in the cross-sectional plane, \( K_m^p = (-1)^m \exp(ikr* \cos(\theta - \theta^*) - im\theta^*) \), and \( S_{pq}^m = H_0^{(1)}(kr_j) e^{i(q-m)\theta_j} \) are translation terms, \( (r_j, \theta_j) \) being the coordinates of the j-th cylinder in the polar coordinate system associated with the n-th cylinder. Coefficients \( A_m^p \) and \( B_m^p \) are related together via the boundary condition on the n-th cylinder, i.e., \( A_m^p = D_m^p B_m^p \), wherein \( D_m^p \) is the scattering coefficient. This leads to the final linear system, which may be written in the matrix form, where B denotes the infinite column matrix of components \( B_m^p \)

\[ (I - DS)B = K. \]

wherein I is the identity matrix, S is the matrix of components \( S_{pq}^m \), \( D = \text{diag}D_m^p \), and K is the infinite column matrix of components \( K_m^p \).

Once Eq. (4) is solved for \( B_m^p \), the field in the entire space can then be calculated.20 The infinite sum \( \sum_{m \geq 2} \) over the indices of the modal representation of the diffracted field by a cylinder is truncated\(^{[21]} \) as \( \sum_{m=-M}^{M} \) such that \( M = \text{int} \left( \text{Re} \left( 4.05 \times (k r^*)^{1/3} + kr^* \right) \right) + 10 \). In the former equation, \( \text{int}(a) \) represents the integer part of a and 10 is a security factor.

MST accounts for the properties (radius, position, and filling property) of each scatterer,\(^{15} \) for visco-thermal dissipation, and allows one to calculate the acoustic field at any location of the system. Nevertheless, only one incidence angle of a plane wave can be considered at each calculation. Each rod radius is measured and used in the model to be the closest to the real SC described in Sec. II C. The acoustic field behind the SC is averaged along the lateral direction on 17 points.\(^{22} \) The air medium can be considered as a perfect fluid (without dissipation) and Neumann type boundary condition can be used at the air-bamboo interface. The scattering coefficient \( D_m^p \) of the n-th bamboo rod accounted for in the calculation through \( A_m^p = D_m^p B_m^p \) takes the form (in the \( e^{-i\omega t} \) temporal convention)

\[ D_m^p = -\frac{J_m^p(kR_n)}{H_m^{(1)}(kR_n)}, \]

where \( J_m^p \) and \( H_m^{(1)} \) are the derivatives of, respectively, the Bessel and Hankel functions of the first kind with respect to the radial coordinate.

To validate the hypothesis of perfect fluid and Neumann type boundary condition, results calculated under this hypothesis and those calculated with an impedance condition\(^{23,24} \) are compared in Fig. 3. In this latter case, the scattering coefficient \( D_m^p \) takes the form

\[ D_m^p = -\frac{J_m^p(kR_n) + i\beta_m J_m(kR_n)}{H_m^{(1)}(kR_n) + i\beta_m H_m^{(1)}(kR_n)}, \]

where the characteristic surface admittance \( \beta_m^p \) expresses the thermo-viscous effects in the boundary layers. The expression of the characteristic surface admittance in this case is

\[ \beta_m^p = \frac{1 - 1}{2} \left[ \frac{m^2}{k^2(R_n)^2} \delta_k + (\gamma - 1) \delta_m \right], \]

FIG. 3. Transmission coefficient of the SC calculated with MST and a lattice constant of 9 cm in normal wave incidence (X). Neumann type boundary condition (--) and impedance conditions are used (---) at the air-rod interface. The grey rectangle depicts the bandgap location calculated with PWE.
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where $\delta_v = \sqrt{2\nu_i/\omega}$ is the viscous skin depth (the air kinematic viscosity is $\nu_i = 1.5 \times 10^{-5} \text{m}^2 \text{s}^{-1}$), $\delta_h = \sqrt{2\nu_h/\omega}$ is the heat skin depth (the air thermal diffusivity is $\nu_h = 2.5 \times 10^{-5} \text{m}^2 \text{s}^{-1}$) and $\gamma = 1.4$ the capacity ratio. In the frequency range of interest, dimensions of the skin depths are negligible in comparison with the dimensions of the crystal and of the rods. The visco-thermal effects have a small influence on the acoustic field below 6 kHz for our SC, see Fig. 3. The fluid can be considered a perfect fluid and Neumann type boundary conditions are used in the following.

Results exhibit a bandgap in the transmission coefficient curve between 1600 and 2550 Hz in the $\Gamma X$ direction that confirm the PWE estimation (see Fig. 2).

C. Experimental results

The sample is a SC made of $N = 45$ bamboos of radius ranging between 3.7 and 4.3 cm, i.e., $R^0 \in [3.7 \text{ cm}; 4.3 \text{ cm}]$, and 2.60 m high. The crystal consists of 9 rows of 5 columns (see Fig. 4).

This SC can be considered a 2D SC because its height is larger than the dimensions in the other directions. All experiments are performed in an anechoic room. Figure 5 depicts the experimental set-up. A loudspeaker connected to the low frequency generator output of the spectrum analyzer (Stanford Research SR785) produces a chirp signal between 100 and 4000 Hz. The loudspeaker is placed far enough (2.80 m) from the SC for the incident wave to be considered as a plane incident wave in the $\Gamma X$ direction. A Microphone B&K 1/4-inch records the transmitted field at 9 cm behind the SC (i.e., a lattice period) to minimize diffraction due to the finite nature of our sample. The transmitted signal is recorded on 17 points along the $x_2$ coordinate over two lattice periods around the central rod (one on each side), and is sent to the spectrum analyzer. Two measurements are conducted, with and without the sample. The ratio between the two recorded spectra averaged over the 17 points of measurement gives the transmission coefficient. Experimental results are compared to MST calculations in

Fig. 6. A bandgap is observed between 1600 and 2550 Hz, with a transmission coefficient below 0.2, which corresponds to an attenuation of about 14 dB. MST captures well the specific features of the wave interaction by the SC: diffraction due to the finite size, small dispersion of the rod radii, etc. The transmission coefficient calculated when the rod radii dispersion is accounted for and when the radii of all the rods are equal to the mean radius value, i.e., $R^0 = R = 2$ cm, are almost the same. This means that the radii dispersion weakly affects the first bandgap for this SC. Discrepancies between experimental and MST calculated transmission coefficient appear for frequencies higher than 4000 Hz. They can be attributed to the surface irregularities and to the position dispersion of bamboos that introduce disorder not accounted for in the MST calculation.

In Fig. 6 the calculated and experimental transmission coefficients are sometimes higher than 1. Passive structures cannot create energy and the transmission coefficient cannot be higher than 1. In our case the microphone is close enough to the device to record constructive interferences created by the multiple scattering inside the SC leading to transmission coefficient higher than 1. These constructive interferences are normally trapped inside the SC but can be recorded near the crystal boundaries. This effect disappears when the microphone is placed far enough from the SC but then diffraction phenomena related to the finite size of the sample

![FIG. 4. (Color online) Picture of the tested structure.](image)

![FIG. 5. Experimental setup.](image)

![FIG. 6. Comparison between the transmission coefficient calculated by MST with all the radii accounted for (---), by MST with the mean radius (--), and measured experimentally (---) for a triangular lattice sonic crystal of 9 x 5 rods of 4 cm of diameter.](image)
appear and quickly degrade the experimental and numerical results. Another possibility would be to use an intensity probe to record the energy flow.

Experimental results are validated by PWE and MST calculations and prove the efficiency of the natural sonic crystal in the audible frequency range. Moreover, natural disorder does not influence the efficiency of the scattering effect in the considered frequency range.

III. SONIC CRYSTAL WITH LOCALLY RESONANT SCATTERERS

The idea to improve the transmission losses of the so-designed sonic crystal is to combine bandgap with resonance phenomena. Current research uses resonant scatterers like split ring or Helmholtz resonators. This kind of scatterer can resonate for frequencies below the first bandgap and the corresponding wavelength is larger than the scatterer radius or the lattice periodicity. Helmholtz resonators (HRs) are already used in architectural acoustics to reduce undesirable low frequency noise through perforated plates, for example.

In bamboo, the internodal regions of the stem are hollow and closed which creates a stack of closed cavities. By drilling a hole of 9 mm diameter in each cavity, bamboo becomes a stack of HRs. The holes were drilled at approximately a third of the internodal length of each cavity. This was empirically determined in order to mostly excite the HR fundamental resonances. For a specific rod, the holes are drilled in such a way that they are all aligned along the axis of the rod. The angle that measures the orientation of the holes (the neck) with respect to the incident plane wave is also identical for all the HRs of a specific rod. In the same way, all the HRs of a specific rod are considered identical, because the incident wave strikes a rod in the middle region, where the dimension of the internodal length and external radius are almost the same. Under the long wavelength approximation, i.e., in low frequencies, the behavior of each rod constituted by a stack of HRs can be accounted for as an unique equivalent HR. The $n$-th rod HR fundamental resonance frequency can be estimated, under the long wavelength approximation, as

$$f_n = \frac{c}{2\pi} \frac{R_h}{R_i \sqrt{\delta l}}$$

with $R_h$ the radius of the hole, $R_i$ the internal radius of the $n$-th bamboo cavity, $L$ the internodal length, whose value is the mean of the internodal lengths measured on all bamboos, $\delta l = l + 0.485 \sqrt{\pi R_i^2}$ the corrected thickness of the rod wall, i.e., the corrected neck length, describing an additional volume of fluid constrained to flow into or out of the openings, wherein $l$ is the neck length, and $c$ the sound velocity of the fluid (here, $c = 340$ m/s$^{-1}$). The angle of the neck $x'$ of the $n$-th rod is measured counter-clockwise from the incident wave orientation.

A. Influence of the Helmholtz resonator

The distance between two nodes yields between 20 and 28 cm, because of the natural heterogeneity in the rod shape.

For $R_h = 0.45$ cm, $R_i$ from 1.55–1.85 cm, and $l = 0.3$ cm, the resonance frequency is estimated between 230 and 380 Hz by Eq. (8). The thickness of the wall of each cavity, which is the neck length, is considered constant, so that the variation in the internal radius is accounted for through $R_i = R_h - l$. Several experiments are performed to determine the influence of the Helmholtz resonators on the acoustic properties of the structure. A comparison between the transmission coefficient of the sonic crystal with and without HR is shown in Fig. 7. The neck of each rod is oriented along the same axis, i.e., $x' = \alpha$, in front of the incident wave, i.e., $\alpha = 0^\circ$.

The HR resonance influence is clearly visible in the transmission coefficient, around 300 Hz, which corresponds to the fundamental frequency estimated above. Higher order resonances are also excited and enhance the transmission losses around 500 and 800 Hz. The bandgap, between 1600 and 2550 Hz, due to the periodicity of the arrangement is not modified. Replacing rigid scatterers by resonant ones does not influence the bandgap associated to periodicity when keeping identical dimensions and when $f_n$ is far enough from the bandgap location. Another peak in the transmission coefficient is added. The width of the HR “bandgap” is around 150 Hz, which is wider than the one of the peak induced by the resonance of a single HR, because of radius and cavity length spread in the natural Helmholtz resonator sonic crystal (HRSC).

B. Influence of the neck orientation of the Helmholtz resonator

In order to analyze the influence of the neck orientation on the structure behavior, the same experiment is repeated with $x = 45^\circ$ and $90^\circ$. The experimental transmission coefficients for $x = 0^\circ$, $45^\circ$, and $90^\circ$ are compared in Fig. 8.

The orientation of the HR neck does not seem to influence the transmission coefficient. Another measurement, which is not shown here, was performed with randomly chosen $x'$, i.e., the neck are randomly oriented. No strong influence was again observed. Small discrepancies are visible for frequencies higher than 2600 Hz. These are due to surface irregularities and to the fact that bamboos are not straight. Indeed, by turning each bamboo around its axis, the distance between some of them might be changed of a few millimeters. In the HR frequency range (between 230 and 380 Hz),
the wavelength is much larger than the external radius of a rod, i.e., \( kr \ll 1 \), for all \( n \in [1, 45] \). The low frequency approximation of the scattering by the cylinders is also valid. Consequently, the scattering by the resonant rod can be considered as originated from a line scatterer and is then independent of the scatterer orientation.

These experiments confirm that creating a sonic crystal with this kind of resonator improves the acoustic insulation by adding more transmission losses in the low frequency range. Helmholtz resonators absorb sound at their resonance frequency, independently of the position of their neck.

The expected effect of the Helmholtz resonance on the solid rod crystal band structure is the opening of an hybridization gap around the resonator natural frequency, covering the whole Brillouin zone, i.e., independent of the wave vector. A PWE simulated band structure taking account for the Helmholtz resonator effects is in principle possible, but would not account for the three-dimensional character of this problem of finite size resonator stacks, and for the distribution of resonances.

### C. Implementation of the resonant behavior in the MST

The resonance of the HR can be implemented in a straightforward manner in the MST, because the scattered field is independent from the angle \( \varphi \), by multiplying the scattering coefficient by a Lorentzian band-cut filter function [see Eq.(5)] in order to account for the resonance effect of the holes in the drilled bamboo rods. The central frequency of this function is equal to the resonance frequency of the resonator. The scattering coefficients \( D_m^\alpha \) become

\[
D_m^\alpha = D_0^\alpha R_b^\alpha,
\]

with

\[
R_b^\alpha = 1 - \Pi^\alpha \left( \frac{Q}{1 - iQ \left( \frac{\omega}{\omega_0^\alpha} - \frac{\omega_0^\alpha}{\omega} \right)} \right),
\]

wherein \( \Pi^\alpha \) is a rectangular function centered at \( \omega_0^\alpha \) and \( \omega_0^\alpha = 2n_0 f_{R,n}^\alpha \) is the resonance frequency of \( n \)-th bamboo rod estimated by considering a constant internodal length \( L = 24 \text{ cm} \), and \( Q \) is the quality factor. The resonance frequency \( f_{R,n}^\alpha \) depends on the internal radius [Eq. (8)] and is also dependent on the considered bamboo rod. The quality factor \( Q \) was hypothesized independent from the rod. It was determined by adjusting, in the MST (now called RMST), the frequency width of the transmission coefficient deep due to the HR and amplitude around \( \omega_0^\alpha \) with experimental results measured in the one line configuration. The so-determined value is \( Q = 20 \). Experimental and simulated results for the whole configuration, i.e., with five lines, are presented in Fig. 9 and exhibit good agreement. This validates the way the HR resonances are implemented in the RMST.

The RMST predicts the bandgap associated with the HR well. In this HR bandgap, a transmission coefficient of 0.4 is reached which corresponds to a 8 dB attenuation. Nevertheless, the experimental HR bandgap is wider and of lower amplitude than the one predicted. This small discrepancy is due to the dispersion of the bamboo internal radius and internodal length, i.e., dispersion of the HR dimensions. While the variation of the internal radius is accounted for, the one of the cavity length is fixed at \( L = 24 \text{ cm} \). In practice, \( L \) varies from 20 to 28 cm. This variation could modify substantially the resonance frequencies and enlarge the HR bandgap. Because of this enlargement, the amount of energy that is trapped is also lower, explaining the differences in the HR bandgap depth.

To improve the HRSC performances, the HR bandgap effect can be increased by adding resonators, i.e., by adding bamboo rods. The number of bamboo is raised from \( N = 45 \) to 84 by designing an HRSC of 7 lines of 12 bamboo each.

### D. Influence of the crystal size

Experimental measurements are done with a crystal of 12 bamboo per line with increasing number of lines from 1 to 7. The SC bandgap is practically unchanged, so that special attention is paid to the HR deep in the transmission. Figure 10 depicts the transmission coefficient for frequencies around the HR frequency resonance for these configurations. The 7 lines crystal exhibits a transmission coefficient of 0.2, which corresponds to a 14 dB attenuation. The HR deep is also deeper than in the 45 bamboo configuration. Two minima, respectively at 290 and 340 Hz, are noticed. These are due to the

![Figure 8](image_url)

**FIG. 8.** Experimental transmission coefficient showing the influence of HR orientation for triangular lattice SC of constant lattice of 9 cm and 9 x 5 bamboos. \( \vec{F}_c \) corresponds to the direction of propagation of the incident wave.

![Figure 9](image_url)

**FIG. 9.** Comparison between the RMST calculation and experimental results for the whole configuration, i.e., with five lines, are presented in Fig. 9 and exhibit good agreement.
smaller radius additional bamboos. Indeed, the external radius of the added bamboos are smaller than those used in the 45 bamboo configuration. Their radius lies between 3.3 and 3.8 cm. The resonance contribution of the added bamboos is slightly different than the one of the bamboos used in the initial HRSC. The difference makes these resonances distinct, therefore leading to two peaks. If they were closer, a coupled mode would have been excited, with only one thinner peak of deeper amplitude. Nevertheless, the advantage is an enlargement of the HR deep. The figure shows that the difference between the resonance frequencies of two consecutive lines must be less than 20 Hz to couple these resonances.

The RMST shows good agreement with experimental results, Fig. 10. RMST predicts that a wider HR bandgap could have been obtained with a smoother radius variation along coordinate $x_1$.

IV. CONCLUSION AND DISCUSSION

The behavior of a triangular sonic crystal predicted with the PWE method and made with natural scatterers is studied for the audible frequency range. The scatterers are bamboo rods and are arranged periodically with a lattice constant of 9 cm. The multiple scattering by this sonic crystal induces a bandgap between 1600 and 2500 Hz. Because of the considered frequency range, the inherent disorder and surface irregularities of natural materials as well as viscothermal effects, do not influence the results and a quite efficient bandgap for a small sample (45 scatterers, 9 lines, and 5 rows) is observed. All experiments are validated with a multiple scattering theory algorithm. To improve properties of the SC, bamboos are drilled to transform the cylindrical rigid scatterers into stacks of Helmholtz resonators and create a locally resonant sonic crystal. These resonances add anomalies in the transmission coefficient at very low frequency (300 Hz) and do not affect the SC bandgap. A careful study of the behavior of the HR resonance has enabled us to modify the MST to account for the resonant features of the HR. The transmission coefficient amplitude inside the HR bandgap is 0.4, which corresponds to a loss of 8 dB, for a 45 bamboos configuration and 0.2, which corresponds to a loss of 14 dB, for an 84 bamboos configuration.

This lack of efficiency is due to the too few number of resonators excited in the recorded zone.

However, the transmission losses due to the resonance effect seems to be widened and deepened by the careful choice of the distribution of HRs. The next step could be to design a sonic crystal with a gradient of properties, in particular, a gradient of HR resonances.

---
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Perfect (100%) absorption by thin structures consisting of a periodic arrangement of rectangular quarter-wavelength channels with side detuned quarter-wavelength resonators is demonstrated. The thickness of these structures is 13–17 times thinner than the acoustic wavelength. This low frequency absorption is due to a slow sound wave propagating in the main rectangular channel. A theoretical model is proposed to predict the complex wavenumber in this channel. It is shown that the speed of sound in the channel is much lower than in the air, almost independent of the frequency in the low frequency range, and it is dispersive inside the induced transparency band which is observed. The perfect absorption condition is found to be caused by a critical coupling between the rectangular channel (sub-wavelength resonators) and the incoming wave. It is shown that the width of a large absorption peak in the frequency spectrum can be broadened if several rectangular channels in the unit cell are detuned. The detuning is achieved by varying the length of the side resonators for each channel. The predicted absorption coefficients are validated experimentally. Two resonant cells were produced with stereolithography which enabled the authors to incorporate curved side resonators. © 2016 Acoustical Society of America.

I. INTRODUCTION

A perfect absorber, i.e., a structure which absorbs 100% of the incident acoustic energy, of very small thickness is of great scientific and engineering interest. Until now, porous or fibrous materials1 have been the common choice for noise passive control due to their ability to dissipate sound through thermal and viscous losses. This results in limitations: to absorb low frequency sound, bulky and heavy treatments are required even when optimized multilayer or graded materials2 are used. Acoustic absorption can also be performed by means of microperforated panels3,4 with tuned cavity depth behind the panels. A large review of the existing acoustic absorbing structures can be found in Ref. 5. To overcome imperfect impedance matching to the incoming wave on structures with dimensions comparable to the wavelength, several strategies have been followed these last decades usually consisting in coupling porous materials with resonant features, double porosity materials,5–8 metamorphic materials,7–10 dead-end porosity materials,11,12 or in coupling purely resonant components, membranes,13–15 Helmholtz resonators,15,16 or quarter-wavelength resonators (QWRs) making use of slow sound.12,17

In these last types of passive absorption systems the balance between the rate of energy leakage and the inherent losses of the resonators is of fundamental relevance for their reflection properties.15,18 When these are well balanced, the critical coupling condition is fulfilled, leading to an impedance matching and maximum absorption at the resonance frequency. In the present article, we critically couple periodic QWRs loaded by detuned QWRs to lower their resonance frequencies making use of the slow sound propagation together with the inherent attenuation. In acoustics, most of the theoretical and experimental evidences of slow sound have been achieved by considering sound propagation (i) in pipes with a series of detuned resonators (mostly Helmholtz resonators) separated by a subwavelength distance creating an induced transparency band (ITB),19 or with a series of tuned or detuned resonators separated by half of the wavelength giving rise to a coupling between the resonators and the Bragg bandgap;20 (ii) in waveguided sonic crystals;21 or (iii) in lined ducts.22 So far, only a few studies have been focusing on the dissipation (dispersion and attenuation) of slow sound propagation,23 even if dissipation has been sometimes noticed or discussed19,20,24 and only a few studies make use of the slow sound together with its attenuation to design a sub-wavelength acoustic absorber in two dimensions.17

A periodic structure whose unit cell consists of unique QWR of rectangular cross-section, named pore in the following, loaded by detuned QWRs is first critically coupled. The main advantage of this subwavelength resonator when compared to a usual Helmholtz one is a relatively large aperture enabling easy tuning of the resistivity of the structure. To some extent, it acts similarly as tapered labyrinthine acoustic metamaterials.25 In a second step, a periodic structure whose unit cell consists in several pores of rectangular cross-section also loaded by different detuned QWRs are critically coupled. This pore differs from the length of the side resonators. Perfect absorption can be achieved over a large frequency band for wavelength again much larger than the usual 4 times the depth of the structure limit. Absorption in
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diffuse field is also investigated. Absorption at higher frequencies is also large in this configuration thanks to the coupling between the higher order resonances of the pores and ITBs of each pore avoiding the bandgap. The effective parameters enabling the description of the structure behavior are derived. It is shown that detuning allows to enhance the ITB. Slow sound propagation is demonstrated and equations of the speed of sound are derived. The speed of sound possesses a plateau at low frequency and is necessarily dispersive inside the ITB.\textsuperscript{19} Finally, experimental validations are performed at normal incidence on samples with curved loading QWRs produced by stereolithography showing good agreement with the calculations.

II. DESCRIPTION OF THE CONFIGURATION

A unit cell of the three-dimensional (3D) scattering problem together with a sketch of a loaded rectangular pore are shown in Figs. 1(a) and 1(b). Before the addition of the loading QWRs, the unit cell is composed of \( N \) rectangular cross-section straight pores. The \( n \)th pore of section \( w_i^{(n)} \times h_i^{(n)} \) and height \( L^{(n)} \) is occupied by a material \( M^{(n)} \), whose parameters account for both the viscous and thermal losses at each lateral boundary and are recalled in Appendix A. The total thickness of the structure is \( L = \text{max}_{n \in N}(L^{(n)}) \). The upper and lower flat and mutually parallel boundaries of the structure, whose \( x_3 \) coordinates are \( L \) and \( L - L^{(n)} \), are designated by \( \Gamma_L \) and \( \Gamma_0^{(n)} \), respectively. The thermal (and viscous) losses are neglected on these two boundaries and a Neumann type boundary condition is applied on them, i.e., the normal velocity vanishes on \( \Gamma_L \) and \( \Gamma_0^{(n)} \). The corner of the \( n \)th tube is located at \( x_1 = d_1^{(n)} \) and \( x_2 = d_2^{(n)} \), which both refer to the boundary on which a Neumann type boundary condition is applied, i.e., the interface \( \Gamma_L \), or to the lower left corner in case of loading on two opposite sides of the pore. The upper semi-infinite material \( M_L \), i.e., the ambient fluid that occupies \( \Omega_L \), and \( M^{(n)} \) are in firm contact at the boundaries \( \Gamma^{(n)} \), \( \forall n \in N \), i.e., the pressure and normal velocity are continuous across \( \Gamma^{(n)} \).

A periodic set of QWRs (\( r^{(n)} \) in radii and \( l^{(n)} \) in length tubes) are plugged on the pore lateral sides of inner normal \( n \), i.e., \( n = \pm 1 \) if the tubes are plugged along the positive or negative \( x_3 \) axis or \( n = \pm 2 \) if the tubes are plugged along the positive or negative \( x_2 \) axis. These QWRs are arranged with a square lattice of size \( d_1^{(n)} \). The material \( M^{(n)} \) that occupies each tube \( \Omega^{(n)}_n \) is modeled as a circular tube where both the viscous and thermal losses are accounted for, see Appendix A. This material is in firm contact with \( M^{(n)} \) through \( \Gamma^{(n)}_n \), i.e., the pressure and normal velocity are continuous across \( \Gamma^{(n)}_n \). The thermal losses are neglected at the surfaces ending each tube and a Neumann type boundary condition is applied on these boundaries. The conditions on \( \Gamma^{(n)}_n \) also reduce to an impedance one applied on the whole interface \( \Gamma^{(n)}_n \) in the following, because the considered wavelengths are much larger than the dimensions of \( \Gamma^{(n)}_n \) and the periodicity of this arrangement \( \Gamma^{(n)}_n \) over one of the unit cells, i.e., a surface porosity \( \phi^{(n)}_n \) = \( \pi(r^{(n)}_n)^2/(a^{(n)}_n)^2 \). The sign \( \pm \) depends on whether the resonators are plugged on the right/top (+ sign) or left/bottom (− sign) side of the pore. In what follows, only the positive sign will be used and

\[
\zeta^{(n)} = iZ_n^{(n)} \cot(x^{(n)}_1) / \phi^{(n)}_n .
\]

Note that the use of an impedance condition is suitable in the presence of a series of side resonators along the main pore. Therefore, a single pair of side detuned resonators can hardly be modeled through an impedance condition.\textsuperscript{26}

The incident wave propagates in \( \Omega^x \) and is expressed by

\[
p^x(x) = A e^{(\text{ik}_1 x_1 + i(k_2 x_2 - \text{cf} x_3 - t))},
\]

wherein \( k_1 = \text{cf} \cos \phi \), \( k_2 = \text{cf} \sin \phi \), with \( \phi \) the elevation and \( \text{cf} \) the azimuth, and \( A = A'(\omega) \) is the signal spectrum.

In each domain \( \Omega^x \) (\( x = a, b^{(n)}, l^{(n)} \)), the pressure field fulfills the Helmholtz equation

\[
- \frac{1}{a^2} \nabla^2 p^x + \frac{(k^2)^2}{\rho^x} p^x = 0,
\]

with the density \( \rho^x \) and the wavenumber \( k^2 = \omega^2/a^2 \), defined as the ratio between the angular frequency \( \omega \) and the sound speed \( c^2 = k^2/\rho^x \).

As the problem is periodic and the excitation is due to a plane wave, each field \( X \) satisfies the Floquet-Bloch relation

\[
X(x + d) = X(x) e^{i\text{cd}},
\]

Consequently, it suffices to examine the field in the elementary cell of the material to get the fields, via the Floquet relation, in the other cells.

III. SOLUTION OF THE PROBLEM

A. Field representations

Separation of variables, radiation conditions, and Floquet theorem lead to the representations
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\[ p^n(x) = \sum_{(q,g) \in \mathbb{Z}^2} [A^n e^{-i \omega_n (x-L)} \delta_{qg} + R_{qg} e^{i \omega_n (x-L)} e^{i \omega_n c (x-L)}], \quad \forall x \in \Omega^n, \]

wherein \( \delta_{qg} \) is the Kronecker symbol, \( k_{qg}^2 = k_1^2 + (2\pi q / d_1)^2 \), \( k_{2q}^2 = k_2^2 + (2\pi q / d_2)^2 \), and \( \Delta_{qg} = \sqrt{(k_1^2 - (k_{qg}^2)^2 - (k_{2q}^2)^2)} \), with \( \text{Re}(\Delta_{qg}) \geq 0 \) and \( \text{Im}(\Delta_{qg}) \geq 0 \). The reflection coefficient of the plane wave denoted by the subscripts \( q \) and \( g \) is \( R_{qg} \).

According to Refs. 27 and 28, the pressure field \( p^n \) admits the pseudo-modal representation, that already accounts for the boundary conditions on \( \Gamma_0^1 \), \( \Gamma_0^2 \), and \( \Gamma_w^n \),

\[
p^n = \sum_{(m,o) \in \mathbb{N}^2} A^m_{\text{im}} \Phi_{\text{im}}(x_1 - d_{1o})(x_2 - d_{2o}) \cos(k_{\text{mon}}(x_3 + L^n(x_1 - L))], \quad \forall x \in \Omega^n,
\]

wherein \( A^m_{\text{im}} \) are the coefficients of the pseudo-modal representation, \( k_{\text{mon}} = \sqrt{(k_{o1}^2 - (k_{1m}^2)^2 - (k_{2m}^2)^2)} \), with \( \text{Re}(k_{\text{mon}}) \geq 0 \) and \( \text{Im}(k_{\text{mon}}) \geq 0 \), and \( \Phi_{\text{im}}(x_1) \) and \( \Phi_{\text{om}}(x_2) \) are the mode in the \( x_1 \) and \( x_2 \) directions, respectively. The different modal expansion and mode dispersion relations are presented in Appendix B, depending on either the impedance condition is applied on any, one, or two opposite sides of the pore. For simplicity, we will consider the modal decomposition only in the \( x_1 \) direction. The modes \( \Phi_{\text{im}}(x_1) \) are either orthogonal or bi-orthogonal and the orthogonality relation reads as \( \int_{-L}^{L} \Phi_{\text{im}}(x_1) \Phi_{\text{om}}(x_1) dx_1 = \delta_{m0} N_{\text{im}}(x_1) \). In particular, the zero-order low frequency approximation \( \tilde{k}_{10}^0 \), arising from the condition \( \delta_{10}^0 \ll 1 \), is

\[
\tilde{k}_{10}^0 = \frac{1}{w_{10}^0} \sqrt{-i \omega_0 \rho^0 w_{10}^0 / Z_{10}^0},
\]

when an impedance condition is applied on a single side and is

\[
\tilde{k}_{10}^0 = \frac{1}{w_{10}^0} \sqrt{-i \omega_0 \rho^0 w_{10}^0 \left( Z_{10}^0 + Z_{10}^{-1} - i \omega_0 \rho^0 w_{10}^0 \right)} / Z_{10}^0 / Z_{10}^{-1},
\]

when impedance conditions are applied on both sides of the pores.

**B. The linear system for the solution of \( R_{qg} \)**

The application of the boundary conditions on each interface \( \Gamma_q^g \) leads to two sets of coupled equations in terms of \( A^m_{\text{im}} \) and \( R_{qg} \).

The combination of these two sets of equations leads to the solution either in terms of \( R_{qg} \) or in terms of \( A^m_{\text{im}} \), these two solutions being linked one with each other. In particular, the linear system of equations for the solution for \( R_{qg} \), \( \forall (q, g) \in \mathbb{Z}^2 \), is

\[
R_{qg} = \frac{i \rho^0}{k_{qg}^2} \sum_{(q,g) \in \mathbb{Z}^2} R_{qg} \sum_{n,m,o \in \mathbb{N}^2} \sum_{i,j \in \{0,1\}} \frac{D_{qg,im}^n \phi^{(n)}_i}{qg} \left[ \frac{D_{qg,im}^n \phi^{(n)}_j}{qg} \right] \times \tan \left( \frac{k_{\text{mon}}}{\Delta_{qg}} \right) \left[ \frac{T_{qg,im}^n \phi^{(n)}_i}{qg} \right] \left[ \frac{T_{qg,im}^n \phi^{(n)}_j}{qg} \right] = A'_{qg} + A \sum_{n,m,o \in \mathbb{N}^2} \frac{i \rho^0}{k_{\text{mon}}^2} \frac{D_{qg,im}^n \phi^{(n)}_i}{qg} \left[ \frac{D_{qg,im}^n \phi^{(n)}_j}{qg} \right] \times \tan \left( \frac{k_{\text{mon}}}{\Delta_{qg}} \right) \left[ \frac{T_{qg,im}^n \phi^{(n)}_i}{qg} \right] \left[ \frac{T_{qg,im}^n \phi^{(n)}_j}{qg} \right],
\]

where \( \phi^{(n)}_i = w_{10}^0 w_{20}^0 / d_{12} \) is the surface porosity of the \( n \)th pore, such that \( \sum_{qg} \phi^{(n)}_i = \phi^0 \) is the global surface porosity of the structure, and \( T_{qg,im}^n \) depicts the aperture of the pore on the semi-infinite half space through \( T_{qg,im}^n \). The expressions of \( T_{qg,im}^n \) are given in Appendix C.

The system [Eq. (8)] is solved for each \( (q, g) \) pair. The absorption coefficient \( A \) is then calculated through

\[
A = 1 - \frac{\text{Re}(k_{qg}^2)}{k_{qg}^2} || R_{qg} ||^2.
\]

The dimensions of the studied configurations are given in Table I.

**IV. ANALYSIS OF THE DISPERSION RELATION IN A PORE**

For simplicity, the superscript \( p \) refers to the pore, while the exponent \( t \) refers to the QWR. In Ref. 17, the dispersion relation [Eq. (B1)] was analyzed showing that the low frequency solution [Eq. (6)] could be used as a first approximation and exhibits a combined effect of a large decrease of the sound speed together with an increase of the attenuation in a slit of width \( w_l \) with the ratio \( \phi^0 / w_l \). Following this idea and considering one straight pore of cross section \( w_1 \times w_2 \) loaded by two sets of identical QWRs, two cases should be analyzed:

1. Figures 2(a) and 2(b) depict, respectively, the real and imaginary part of \( \Delta_{qg} \). Again, the low frequency solution
ITB is due to the interaction of the first resonances of both \( \tan \) and \( \cot \) bands. The low-frequency bounds of both bandgaps are

\[
\frac{1}{c} \left( \frac{1}{k_t l_j} + \frac{1}{k_p c} \right) \left( \frac{1}{k_t l_j} + \frac{1}{k_p c} \right)
\]

When losses are accounted for, and for a small value of \( k_t l_j \), these modes do not intersect anymore and a single continuous function \( k_{\text{ITB}} \) is found. The speed of sound reads as

\[
e = \frac{\omega}{k_p} \sqrt{1 + \frac{\pi}{k_k l_j - \frac{1}{2}} - \frac{w_1 \rho^2}{k_k l_j - \frac{1}{2}}}
\]

inside the ITB, where the last term of the numerator trademarks the coupling between the two resonators. An important remark is that while the speed of sound possesses a plateau at low frequency, where the velocity is not dispersive, the speed of sound inside the ITB is necessarily dispersive and accounts for the coupling between the detuned resonators.

V. DERIVATION OF THE EFFECTIVE PARAMETERS

Adopting the same type of analysis as in Ref. 17, i.e., assuming the unique propagation of the modes \( m = 0 \) and \( s = 0 \) in the pores, \( k_t l_j w_1 / c_0 \ll 1 \) and \( k_p w_1 / c_0 \ll 1 \), and the dominance of the zeroth order terms in \( c_{\text{eff}} \), ensuring \( L_{\text{H}} \approx N_0 \approx 1 \), the system Eq. (8) reduces to the unique calculation of \( R_{\text{ITB}} \), which takes the following form:

[Eq. (7)] can be used as a good approximation of \( k_{\text{ITB}}^{[n]} \). The slope of \( \Re(k_{\text{ITB}}^{[n]}) \) is smaller than the one of \( \Re(k_p) \) inside the passband, which again shows a decrease of the sound speed in the pore. At low frequency, the speed of sound reads as

\[
e = \frac{\omega}{k_p} \sqrt{1 + \frac{\pi}{k_k l_j - \frac{1}{2}} - \frac{w_1 \rho^2}{k_k l_j - \frac{1}{2}}}
\]

\[
1 + \frac{\pi}{k_k l_j - \frac{1}{2}} - \frac{w_1 \rho^2}{k_k l_j - \frac{1}{2}}
\]

when only the first \((o)\) and the second \((e)\) resonators in \( k_{\text{ITB}} \) when only the first \((o)\) and the second
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It is very important to specify that the condition leading to the dominance of the zeroth order terms in $I_{\text{het}}^{(0)}$ is only attached to the arrangement of the pores in the unit cell. A simple identification with the classical formula of the reflection coefficient of a rigidly backed homogeneous slab leads to a surface admittance of each pore

$$Y_{\text{eff}}^{(n)} = -\frac{ip^{(n)}\left(k_n l_n\right)}{\cos\left(k_n L_n\right)}.$$  

which does not depend on the angle of incidence. Another identification leads to $Z_{\text{eff}}^{(n)} = \cos\left(k_n L_n\right) / k_n^{(n)}$ and $\kappa_{\text{eff}}^{(n)} = k_{\text{eff}}^{(n)}$ for this locally reacting material, considering each pore independently. Let us also consider only one straight pore per spatial period for simplicity.

Similar to what was done in Ref. 17, the total porosity of the pore $\phi_{\text{tot}} = \phi_{\text{eff}}(1 + \phi l) / w_1$ should be introduced for these quantities to be consistent and in particular, for $\lim_{\omega \rightarrow 0} \phi_{\text{tot}} K_{\text{eff}} = P_0$. The effective density and bulk modulus, where the approximation [Eq. (7)] is made, reads as

$$K_{\text{eff}} = \frac{1}{\phi_{\text{tot}}} \left(1 + \frac{w_1 \phi l}{K \phi_{\text{tot}}^{(1)}} \right) \tan(k_1 l_1) + \tan(k l_1) \tan(k_1 l_1).$$

which fit the low frequency approximation of Eq. (12).

At low frequency, when $k_1 l_1 \ll 1$ and $k l_1 \ll 1$, the effective bulk modulus reduces to $K_{\text{eff}} = K^0 \left[1 + (\phi l + l_1) / w_1\right] / \phi_{\text{tot}}^{-1} + (K^0 \phi l + l_1) / w_1$. Particularly noticeable is the comparison with the first order homogenization theory.  

Classically, the homogenized bulk modulus $K_{\text{hom}}$ and density $\rho_{\text{hom}}$ are

$$\frac{1}{\rho_{\text{hom}}} = \frac{\phi_{\text{tot}}}{\rho} = \frac{\rho}{\rho_{\text{tot}}}^{(1)}; \quad \frac{1}{K_{\text{hom}}} = \frac{\phi_{\text{tot}}}{K} = \frac{\phi}{K_{\text{tot}}}^{(1)} + \frac{\phi l}{K^{(1)} d_1 d_2}.$$  

which fit the low frequency approximation of Eq. (12).

Figure 3 depicts the real [Fig. 3(a)] and imaginary [Fig. 3(b)] part of both effective parameters normalized by $\phi_{\text{tot}} / P_0$ for the bulk modulus and by $\phi_{\text{tot}} / \rho$ for the density. The bulk modulus is lower than in absence of the resonators while a large tortuosity-like effect is exhibited for the effective density. This tortuosity-like effect is responsible for the low speed of sound encountered at the low frequency. It is closer to the concept of static tortuosity introduced in the Pride-LaFarge model than the usual tortuosity which refers to high frequency behavior of regular porous materials. The expressions of the effective bulk modulus and density are valid below the first bandgap for the whole material, because of the arrangement of the pores and dispersion of $k_{\text{tot}}$ close to the bandgap as explained in Ref. 17, while still valid for what happens in the pore. In the latter, the effective bulk modulus is negative inside the bandgaps as noticed by several authors since the seminal publication. The classical homogenization result for $K_{\text{tot}}$ is also plotted and fits well the result below 750 Hz, i.e., far below the first bandgap.

Effective parameters of configurations involving several pores can be derived in a similar way, i.e., deriving the effective properties for each pore. Noticeable is the fact that the classical homogenization theory is not necessarily suitable; the scale separation between the pores being not always satisfied in the general case. Effectively, let us consider a unit cell composed of $N$ pores loaded by QWRs oriented along the $x_1$ axis only differing from their length $l_{\text{eff}}^{(0)}$ and $l_{\text{eff}}^{(1)}$. The homogenized density and bulk modulus are in this case
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\[
\frac{1}{\rho_{\text{hom}}} = \frac{\phi_{\text{tot}}}{\rho} = \frac{N}{N} \frac{\phi^{(n)}_{\text{tot}}}{\rho^{(1)}},
\]
\[
\frac{1}{K_{\text{hom}}} = \frac{\phi_{\text{tot}}}{K} = \frac{N}{N} \frac{\phi^{(n)}_{\text{tot}}}{K^{(1)}} + \frac{\phi^{(n)}_{\text{tot}} (L_{1}^{(1)} + L_{2}^{(1)})}{K^{(1)}, w_{2}}.
\]

These are the parameters of \( N \) identical pores loaded by the mean value of the resonators lengths \( \sum_{l=1}^{N} (L_{1}^{(n)} + L_{2}^{(n)})/N \). This can only lead to one absorption peak around the quarter-wavelength resonance of the pores which is different from what is expected, for example, in Sec. VI A. In other words, this representation is suitable only when all \( L_{1}^{(n)} \) are of the same order.

Noticeable is also the fact that more refined homogenization procedures such as the multi-scale asymptotic method or non-local theory can be used to account for the resonant frequency losses. In absence of losses, the first zero and pole of \( |R_{00}|^2 \) are symmetric with respect to the real frequency axis, zero in the upper half space and pole in the lower half space. The leakage does not exactly correspond to \( Q_{\text{leak}} = \frac{1}{\text{Im}(\Omega_{\text{r}})} \) where \( \Omega_{\text{r}} \) is the complex frequency of the pole in the absence of dissipation, because \( Q_{\text{leak}} \) is not small compared to 1 in this case. The introduction of losses induces a complex frequency map deformation. The first zero and pole become symmetric with respect to \( \text{Im}(\Omega_{\text{r}}) = 0 \), and therefore the former can be exactly located on the real frequency axis leading to a perfect absorption, Fig. 4(c).

![Image](image-url)

**FIG. 4.** (Color online) Configuration 1. (a) Map of \( \log|R_{00}|^2 \) in a function of \( \Omega \), the white line depicts the isovalue of an absorption coefficient of 0.9. The evolution of the zero position in function of \( \theta' \) is also plotted. (b) Zoom of the log \( |R_{00}|^2 \) around the perfect absorption point and evolution of the zero position in function of \( r, w_{1}, w_{2}, L_{1} \), and \( L \). The stars show the exact location in the parametric analysis. (c) Absorption coefficient calculated with the present method (solid line), calculated with the effective parameters derived in Sec. V without (dashed line) and with (dashed–dotted line) length correction, and calculated with the low frequency approximation of the effective parameters derived in Sec. V, i.e., with the classical homogenization theory (dotted line). (d) Map of \( \log|R_{00}|^2 \) in function of \( \Omega \) when length correction is accounted for, and (e) diffuse field absorption coefficient calculated with length correction.
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reflection coefficient vanishes for \( f = 663 \text{ Hz} \). The perfect absorption obtained for this configuration is due to an impedance matching, so to interference phenomena and not to a mode excitation.

The main interest of this representation yields in the parametric analysis. The upper half space is forbidden because it corresponds to exponentially growing terms with increasing \( t \). This is particularly true when the pole is located in this half space. Here we are interested in the effect of the localization of the zero in the complex frequency map on the reflection coefficient along the real axis. Figure 4(b) shows the evolution of the location of zero in the complex frequency map when the different dimensions of the structure vary: \( r \) varies in \([1.4 \text{ mm}, 2.35 \text{ mm}]\) with a step of 0.05 mm, \( w_1 \) varies in \([1.3 \text{ mm}, 1.7 \text{ mm}]\) with a step of 0.1 mm, \( w_2 \) varies in \([1.5 \text{ cm}, 2.5 \text{ cm}]\) with a step of 5 mm, \( l_1 \) varies in \([2 \text{ cm}, 7 \text{ cm}]\) with a step of 5 mm, and \( L \) varies in \([2.5 \text{ cm}, 4 \text{ cm}]\) with a step of 5 mm. Some of these steps are constrained by \( a \) and obviously a variation of \( r \) induces a variation of \( \phi_0 \). This parametric study is quite important despite the fact that some of the results are obvious, because it enables to determine which parameter to tune to locate the zero of \( |R_0|^2 \) on the real frequency axis allowing a perfect absorption condition. Of particular interest is the influence of \( w_2 \) which greatly influences the position of zero thanks to a modification of \( \phi_0 \). Similarly, a modification of \( l_1 (l_1 \to l_1 + \Delta l_1 \text{ leads to identical results}) \) mainly influences the zero position along the real frequency, but poorly along the imaginary frequency. The zeros corresponding to the higher order resonances of the pore are located below the real frequency axis [Fig. 4(d)], and therefore cannot lead to perfect absorption, but to peaks of large absorption.

Figure 4(c) depicts the absorption coefficient at normal incidence calculated with the effective parameters, Eq. (12), and calculated with the whole procedure, Eq. (8). The absorption is perfect for the effective parameter calculation at 663 Hz and very close to unity for the full calculation at 645 Hz. This is due to the radiation by the pore, which would require a length correction \( l_{corr} \), in the effective parameters derivation. This correction length can be evaluated numerically by reconstructing an equivalent impedance \( \tilde{Z} \) from the reflection coefficient of the zeroth order Block mode (unique propagating mode over the frequency band considered) calculated with the whole model through

\[
\tilde{Z} - i \tau \cotan(k_{dfl}L) = -i \frac{\rho_0}{\omega_0} l_{corr}.
\]  

(15)

It is therefore obviously frequency dependent and complex, but we considered the mean value of its real part at low frequency leading to \( l_{corr} = 1.2 \text{ mm} \). This value corresponds neither to the one of a rectangular orifice in baffle nor to the one of a grid of slits.\(^{35}\) Accounting for this correction length let both calculations matched over the frequency band be considered. The absorption is nearly total for the whole calculation.

The classical homogenization theory provides satisfying results below 1200 Hz, which is higher than the one encountered for in Sec. V, but still lower than the first bandgap. Despite the fact that the homogenized parameters are different from the effective ones as calculated in the present paper, they are still close to them until 1200 Hz. The structure exhibits a full absorption coefficient for wavelength in the air \( \approx 17.7 \text{ times its thickness} \). Before the bandgap, the efficiency of the calculation performed with the effective parameters, without correction length, decreases because of the large influence of the higher order Bloch modes enabled by the dispersion of the modes inside the pores. This is usually accounted for through Drude layers,\(^{36,37}\) but we show here that a correctly chosen correction length leads to similar results. This implicitly means that in the present case, the Drude layers would only account for an added mass at the entrance of the main pores. The absorption inside the ITB reaches 0.3.

The evolution of the location of the first zero in the complex frequency plan in function of the angle of incidence \( \theta \) is plotted [Fig. 4(a)]. The cross depicts the location of the zero for \( \theta = [90^\circ, 80^\circ, 70^\circ, 60^\circ, 50^\circ, 40^\circ, 30^\circ, 20^\circ] \). The evolution of the position of the zero is almost vertical. The resonance frequency of the pore, i.e., a QWR, does not depend on the angle of incidence. A small shift at high frequency is noticed for near grazing incidence, which is due to the curvature of the complex frequency plan. The isovalue corresponding to an absorption of 0.9 is an ellipse with the semi-major axis along the imaginary frequency. While this implies that the absorption peak is relatively narrow in frequency, Fig. 4(c), it also implies that the absorption is relatively stable when the position of the zeros is shifted along the imaginary frequency, i.e., when \( \theta \) decreases for example. In practice, the absorption peak is larger than 0.9 for \( \theta > 30^\circ \), but rapidly decreases for smaller \( \theta \). This means that this configuration is relatively efficient for diffuse field excitation. The diffuse field absorption as calculated through \( \int_0^{\pi/2} (1 - |R_0(|\theta|)|^2) \cos \theta \sin \theta d\theta / \int_0^{\pi/2} \cos \theta \sin \theta d\theta \) is depicted in Fig. 4(e), showing an absorption in diffuse field higher than 0.9 at 643 Hz. Note that the first Wood anomaly arises around 2000 Hz at grazing incidence and so does not contribute around the first absorption peak. We will now focus on the normal incidence.

**B. Various pores per spatial period and critical coupling analysis**

Different coupling between the pores exists: either leading to a single peak whose frequency width is broadened when the resonance frequencies are close enough, or leading to \( N \) peaks which can overlap. The first solution enables a perfect absorption from the coupling between pores which does not lead to perfect absorption independently. This particularly enables to consider the coupling of pores of small porosity \( \phi^{(p)} \), due to a very small width enabling low frequency absorption. Nevertheless, the large absorption frequency band is still narrow in this case, but the parameters resulting from the classical homogenization theory, Eq. (14), can be used. The second possibility widens the large absorption frequency band with \( N \) perfect absorption peaks. Another design strategy could consist in tuning the different pore contributions for the absorption to be large or perfect at various angles of incidence. Effectively, Eq. (16) clearly...
exhibits a dependence on the angle of incidences. While the absorption peak frequency due to the resonance of each pore is not dependent from the angle of incidence, its amplitude is. Designing the pores for one to take over another one at various angles of incidence is doable. We follow the second possibility, focusing on the normal incidence.

Based on the conclusion of Sec. VI A, a unit cell with three pores has been designed using effective parameters in order to broaden the large absorption band by varying the lengths of the loading QWRs. The effective parameters derived for configuration 2 are those of a quarter of the unit cell, see Table I. The reflection coefficient takes the form of Eq. (10). If the resonance frequencies of the pores are close, it suggests to let the numerator of \( |R_0|^2 \) vanish, which will result in the critical coupling condition to be satisfied. In other words it suggests to minimize the following quantity over a specific frequency band:

\[
\sin \theta \approx \frac{\sum_{n} n^2 \frac{\sin n \theta}{\cos n \theta}}{\sum_{n} n^2} \quad \text{(16)}
\]

Doing so at low frequency leads to an optimal configuration exhibiting perfect absorption peaks with identical length resonators loading each pore. Effectively, the main differences of loading a pore with different length resonators happen at a higher frequency, Sec. IV, around the bandgaps and in the ITB, which is absent in the case of identical QWRs. We also adopted a similar technique as for Sec. VI A. The correction length of each pore has been determined independently through the formula used in Sec. VI A. These correction lengths are almost identical, therefore we used \( l_{\text{corr}} = 1.9 \text{ mm} \) for each pore.

Figure 5(a) depicts \( \log (|R_0|^2) \) in the complex frequency plan for configuration C2. The three zeros of \( |R_0|^2 \) are almost aligned on the real frequency axis, proving critical coupling for different frequencies. This time the deformation of the complex frequency map is performed through the equation \( \sum \text{Im}(Z'_{\text{eff}} \tan (k'_{\text{eff}} l)) = 0 \). A similar parametric analysis was performed, showing the independence of each parameter, i.e., the coupling between the pores. For clarity of the presentation, this parametric study is not depicted here, the conclusion being more difficult to draw. The absorption coefficient of configuration C2 is depicted in Fig. 5(b). Again the perfect absorption peaks for the whole calculation are encountered for frequencies which are lower than those obtained with calculations run with the equivalent parameters without correction lengths accounted for. Of particular interest is that the absorption coefficient is larger than 0.7 for frequency in [760 Hz; 990 Hz] and perfect for 790, 870, and 960 Hz. The first perfect absorption frequency corresponds to a wavelength in the air 15 times larger than the sample thickness, while the third perfect absorption frequency corresponds to a wavelength in the air 13 times larger than the structure thickness. This time the absorption is larger than 0.9 for angle of incidence \( \theta' > 20^\circ \), but the three peaks collapse into two for \( \theta' < 40^\circ \) because of the coupling which is performed through interferences.

The frequency band over which the absorption is larger than 0.7 for configuration 1 is [609 Hz; 680 Hz]. Defining an indicator as being \( q = \frac{\Delta f_{\text{mean}}}{f_{\text{mean}}} \) where \( \Delta f \) is the frequency range and \( f_{\text{mean}} \) is the central frequency of this frequency range, we find \( q = 0.1 \) for configuration 1 and \( q = 0.2 \) for configuration 2, which means that configuration 2 provides, on average, twice more absorption than the first one using this criteria. Another particular interest of this configuration is that no bandgap is noticed anymore at high frequency. This is due to the interference of the higher resonances of the pores and of the waves within in the ITB.

VII. EXPERIMENTAL VALIDATION

Two epoxy resin (Accura 60) samples 4.2 cm \( \times \) 4.2 cm \( \times \) 4.2 cm were produced by stereolithography. The loading resonators were curved in order for them to fit in the unit cell. It is important to note that the total length for configuration 1 for example, \( l_1 + w_1 + l_4 = 6.05 \text{ cm} \) is larger than the diagonal of the elementary cell \( 42 \sqrt{2} \approx 5.94 \text{ cm} \). It is even worse for configuration 2 where the maximum length reaches \( l_1 + w_1 + l_4 = 8.325 \text{ cm} \).
In Ref. 38, simple quarter-wavelength (and Helmholtz) resonators were already produced in a spiral showing correct agreement with the calculations. Figures 6(a) and 6(c) depict a frontal section along the QWR diameter cut plane of sample 1 and 2. This pattern is repeated 6 times for samples 1 and 4 times for sample 2 along the $x_1$ axis leading to a 3 cm thick pore sample 1 and a 2.8 cm thick pore sample 2. The bottom of the pore is also included in both samples.

The absorption coefficient of the samples is measured in an impedance tube with a square cross section $4.2 \text{ cm} \times 4.2 \text{ cm}$. The tube cutoff frequency is $4200 \text{ Hz}$. By assuming that plane waves propagate below the cutoff frequency, the infinitely rigid boundary conditions of the tube act like perfect mirrors and create a periodicity pattern in the $x_1$ and $x_2$ directions. Samples 1 and 2 are placed in the end of the tube against a copper plug that closes the tube and acts as a rigid boundary, therefore creating a periodicity along the $x_1$ and $x_2$ directions of, respectively, $8.4$ and $4.2 \text{ cm}$ for sample 1 and of, respectively, $8.4$ and $8.4 \text{ cm}$ for sample 2. This technique was previously used in various articles\textsuperscript{8,17,39} and allows to determine experimentally the absorption coefficient at normal incidence of a quasi-infinite two-dimensional or 3D periodic structure just with half or a quarter of the unit cell.

Figures 6(e) and 6(f) depict the experimental absorption coefficients of samples 1 and 2 and the calculated ones. The discrepancies, in particular, the shift at high frequency of the absorption peaks between the experiments and the calculation, are due to imperfections in manufacturing. Effectively, stereolithography consists in solidifying the liquid resin thanks to a laser. The remaining liquid resin is then removed by use of a solvent. Because of the complicated shape of the samples it was found almost impossible to remove the remaining resin from the bottom loading QWRs resulting in discrepancies in the QWR lengths, which are randomly distributed. In particular, some resonators in the bottom of the sample, where it is the most difficult to remove the resin, are obstructed at half of their lengths. This increases the speed of the waves traveling in the pore leading to a shift of the perfect absorption peak at higher frequencies. Another discrepancy arises from the location of the bandgap and ITB, which are both shifted at low frequency. This suggests that the longest loading QWRs are longer than they should be. Their lengths were determined by equaling the neutral fiber of the curved resonators with the expected length. This result suggests that the correct way of designing them is not to consider the neutral fiber length but the longest curve of the resonators. Moreover, even if the curved resonators were drawn taking care of the curvatures, some of them exhibit very large ones, almost $\pi/2$. Nevertheless, the experimental curves are in good agreement with the calculations, particularly exhibiting broadband perfect absorption and large absorption in the transparency band for wavelength impinging the structure much larger than 4 times its thickness.

VIII. CONCLUSION

The acoustic properties of a sound absorbing structure consisting in a periodic arrangement of rectangular cross-section pores loaded by detuned QWRs are analyzed. In case of only one pore spatial period, the loading by two sets of QWRs on the opposite lateral faces was found preferable because it enables us (1) to consider smaller section dimension of the pore lowering very efficiently the speed of sound, (2) to shift the first bandgap, in which no absorption can be achieved, to the higher frequency when compared to a configuration with only one set of QWRs, and (3) to reduce the frequency width of the first bandgap by opening an ITB arising from the coupling of the two sets of QWRs. It was shown that the speed of sound possesses a plateau at low frequency whose value is much smaller than the speed of sound in the air. The speed of sound inside the ITB is also much smaller than the speed of sound in the air but is necessarily dispersive. It was shown that these pores are critically coupled to the incoming wave leading to perfect absorption for a wavelength in the air 17 times larger than the structure thickness. The complex frequency analysis, enabling the determination of the critical coupling condition, showed that while the large absorption frequency band is relatively narrow, its amplitude is stable for various angles of incidence, with an absorption peak larger than...
0.9 for the angle of incidence in the range of \([90^\circ, 30^\circ]\). This offers interesting properties to explore in diffuse field perfect absorbers. The case of a unit cell consisting in three pores differing in terms of the lengths of the loading QWRs was then analyzed. The different types of coupling were discussed and the critical coupling condition was found to be more difficult to realize a broadband perfect absorption. Still, the configuration exhibits a broadband large absorption, with 3 perfect absorption peaks, for wavelength in the air 13 to 15 times the thickness of the structure. The pertinence of this structure to maintain a large absorption over the same frequency band was analyzed for various angles of incidence. Absorption at higher frequency can be large due to interferences of higher order quarter-wavelength resonances and waves arising from the ITB. These two configurations were then validated experimentally. The two samples were manufactured by stereolithography. The loading resonators were curved in order to fit in the unit cell. It was shown that the experimental data agreed with the model and exhibited perfect absorption for wavelength 17 times larger than the thickness of the first structure and between 13 to 15 times larger than the thickness of the second structure. Stereolithography was not necessarily the most adequate rapid manufacturing technique to manufacture such material because (1) it is difficult to remove entirely the photosensitive liquid resin from the bottom loading resonators and (2) the correct length of the corresponding straight resonators is probably larger than the length of the neutral axis. These results offer quite interesting perspectives in terms of the design of perfect, broadband, and incident angular independent more complex sound absorbing structures, involving resonators of different natures.
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**APPENDIX A: MATERIAL PARAMETERS IN STRAIGHT RECTANGULAR AND STRAIGHT CIRCULAR TUBES**

When only plane wave propagates in a rectangular tube of section \(w_1 \times w_2\), the equivalent complex and frequency dependent bulk modulus and density are

\[
K' = \frac{\gamma P_0}{\gamma + \frac{4iPr\rho^\omega}{\eta(w_1/2)^2(w_2/2)} \sum_{k \in \text{int}} \left( a_k^2 + b_k^2 \right) - \frac{iPr\rho^\omega}{\eta}} \right)^{-1},
\]

\[
\rho' = \frac{-\eta(w_1/2)^2(w_2/2)}{4i\omega \eta \sum_{k \in \text{int}} \left( a_k^2 + b_k^2 \right) - \frac{iPr\rho^\omega}{\eta}} \right)^{-1}.
\]

(A1)

wherein \(\gamma\) is the specific heat ratio, \(P_0\) is the atmospheric pressure, \(Pr\) is the Prandtl number, \(\eta\) is the dynamic viscosity, and \(\rho^\omega\) is the air density, and \(a_k = 2(k + 1/2)\pi/w_1\) and \(b_k = 2(n + 1/2)\pi/w_2\).

When only a plane wave propagates in a circular tube of radius \(r\), the equivalent complex and frequency dependent bulk modulus and density are

\[
K' = \frac{\gamma P_0}{1 + 2(\gamma - 1)/\sqrt{ip^\omega Pr/\rho_1} \left( r/\sqrt{ip^\omega Pr/\rho_1} \right) /rJ_0 \left( r/\sqrt{ip^\omega Pr/\rho_1} \right)},
\]

\[
\rho' = \frac{-\eta }{1 - 2/\sqrt{ip^\omega Pr/\rho_1} \left( r/\sqrt{ip^\omega Pr/\rho_1} \right) /rJ_0 \left( r/\sqrt{ip^\omega Pr/\rho_1} \right)}.
\]

(A2)

wherein \(J_0\) is the Bessel function of \(n\)th order.

**APPENDIX B: MODAL REPRESENTATION IN A PORE AND DISPERSION RELATIONS**

When both opposite surfaces of the pore are rigid, \(\Phi^{(n)}_{lm}(x_1) = \cos(k^{(n)}_{lm}x_1)\) and \(k^{(n)}_{lm} = m\pi/w_1\). These modes are said orthogonal and the orthogonality relation classically reads as

\[
\int_0^{w_1} \Phi^{(n)}_{lm}(x_1) \Phi^{(n)}_{lm}(x_1) dx_1 = \delta_{lm}w_1/w_n, \quad \text{with} \quad \epsilon_0 = 1 \quad \text{and} \quad \epsilon_m = 2 \quad \text{for} \quad m > 1.
\]

When one surface is rigid and on the other an impedance condition is applied, \(\Phi^{(n)}_{lm}(x_1) = \cos(k^{(n)}_{lm}x_1)\) and \(k^{(n)}_{lm}\) stratifies the dispersion relation
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\[ \tan \left( \kappa_{mn} \omega_{1m} \right) = \left( \frac{\omega_{m} p_{m}(\omega_{1m})^{2}}{2 \omega_{0}(\omega_{1m})} \right) + \left( \kappa_{mn} \omega_{1m} \right)^{2} \]

+ \frac{1}{Z_{1} + 1} \omega_{m} p_{m}(\omega_{1m}) = 0. \]  

(B3)

This last equation is also solved by use of a Muller’s algorithm initiated with the low frequency approximations. These modes are again bi-orthogonal and the bi-orthonormality relation reads as

\[ \int_{0}^{\omega_{2}} \Phi_{1m}^{(n)}(x_{1}) \Phi_{1m}^{(n)}(x_{1}) \text{d}x_{1} = \delta_{m\omega_{1m}^{(n)}} \left( \frac{1}{2} \left( 1 - \sin \left( 2k_{mn} \omega_{1m}^{(n)} \right) \right) \right) \]

\[ \times \left( 1 + \sin \left( 2k_{mn} \omega_{1m}^{(n)} \right) \right) + \left( \frac{1}{2} \sin \left( k_{mn} \omega_{1m}^{(n)} \right) \right) \]

\[ \times \left( \frac{1}{2} \sin \left( k_{mn} \omega_{1m}^{(n)} \right) \right) = \delta_{m\omega_{1m}^{(n)}} N_{m}^{(n)}. \]  

(B4)

**APPENDIX C: EXPRESSION OF \( I_{m}^{(n)} \)**

The terms \( I_{m}^{(n)} \) account for the aperture of the pore and are given by

\[ I_{m}^{(n)} = e^{i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \left[ e^{i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \right] \]

\[ + e^{-i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \sin \left( k_{mn} \pm k_{mn} \right) \]

\[ \frac{W}{2}, \]  

(C1)

when one impedance condition is applied on the right/top surface of the \( n \)th pore and

\[ I_{m}^{(n)} = e^{i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \left[ e^{-i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \sin \left( k_{mn} \pm k_{mn} \right) \right] \]

\[ \frac{W}{2}, \]  

(C2)

when one impedance condition is applied on the left/bottom surface of the \( n \)th pore and

\[ I_{m}^{(n)} = e^{-i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \left[ e^{i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \right] \]

\[ \times \left( k_{mn} Z_{m}^{(n)} \frac{1}{\omega_{m} p_{m}(\omega_{1m}^{(n)})} - 1 \right) + e^{-i k_{mn}(\omega_{1m}^{(n)}) w_{2}} \]

\[ \sin \left( k_{mn} \pm k_{mn} \right) \frac{W}{2}, \]  

(C3)

when an impedance condition is applied on two opposite surfaces.
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The ability to perfectly absorb an incoming wave field in a sub-wavelength material is advantageous for several applications in wave physics as energy conversion,\textsuperscript{1} time reversal technology,\textsuperscript{2} coherent perfect absorbers,\textsuperscript{3} or sound-proofing\textsuperscript{4} among others. The solution of this challenge requires to solve a complex problem: reducing the geometric dimensions of the structure while increasing the density of states at low frequencies and finding the good conditions to match the impedance to the background medium.

A successful approach for increasing the density of states at low frequencies with reduced dimensions is the use of metamaterials. Recently, several possibilities based on these systems have been proposed to design sound absorbing structures which can present simultaneously sub-wavelength dimensions and strong acoustic absorption.\textsuperscript{5} One strategy to design these sub-wavelength systems consists of using space-coiling structures.\textsuperscript{6,7} Another way is to use sub-wavelength resonators as membranes\textsuperscript{8,9} or Helmholtz resonators (HRs).\textsuperscript{9,10} Recently, a new type of sub-wavelength metamaterials based on the concept of slow sound propagation has been used for the same purpose. This last type of metamaterials\textsuperscript{11–13} makes use of its strong dispersion for generating slow-sound conditions inside the material and, therefore, drastically decreasing frequency of the absorption peaks. Hence, the structure thickness becomes deeply sub-wavelength. All of these structures, however, while they bring potentially solutions to reduce the geometric dimensions, face the challenge of impedance mismatch to the background medium.

The interaction of an incoming wave with a lossy resonant structure, in particular, the impedance matching with the background field, is one of the most studied processes in the field of wave physics.\textsuperscript{1–3} These open systems, at the resonant frequency, are characterized by both the leakage rate of energy (i.e., the coupling of the resonant elements with the propagating medium) and the intrinsic losses of the resonator. The balance between the leakage and the losses activates the condition of critical coupling, trapping the energy around the resonant elements and generating a maximum of energy absorption.\textsuperscript{14} In the case of transmission systems, degenerate critically coupled resonators with symmetric and antisymmetric resonances should be used to perfectly absorb the incoming energy by trapping the energy in the resonant element, i.e., without reflection or transmission.\textsuperscript{15,16} In the case of purely reflecting system, either symmetric or antisymmetric resonances that are critically coupled can be used to obtain perfect absorption of energy by a perfect trapping of energy around the resonators.\textsuperscript{17,18}

In this work, using the concepts of slow sound and critical coupling, we theoretically and experimentally report a perfect and quasi-omnidirectional absorbing metamaterial panel with deep sub-wavelength thickness. As shown in Fig. 1, the system consists of a thin panel perforated with a periodic arrangement of slits, of thickness \( h \), with periodicity \( d \) along the \( x \) direction. The upper wall of the slit is loaded by \( N \) identical HRs arranged in a square array of side \( a \). The HRs, of square cross-section, are characterized by a neck and a cavity width \( w_n \) and \( w_c \), and lengths \( l_n \) and \( l_c \), respectively. The presence of the HRs introduces a strong dispersion in the slit producing slow sound propagation, in such a way that the resonance of the slit is down shifted: the slit becomes a deep sub-wavelength resonator. The visco-thermal losses in the system are considered in both the resonators and the slit by using effective complex and frequency dependent parameters.\textsuperscript{19} Therefore, by modifying the geometry, the intrinsic losses of the system can be efficiently tuned and the critical coupling condition can be fulfilled to solve the impedance matching to the exterior medium.

We start by analyzing the dispersion properties, along the dimension \( x_1 \) inside the slit in order to inspect the slow sound behavior. Periodic boundary conditions are assumed in the \( x_1 \) dimension at boundaries \( \Gamma_{x_1-d} \) and \( \Gamma_{x_1+d} \), which for normal incidence reduce to symmetry boundary conditions. At this stage, we have to notice that through this work,
Due to the presence of this band gap, slow sound propagation in the system. The reflection coefficient reads as

\[ R_c(\theta) = \frac{iZ_e \cot(k_L)}{iZ_e \cot(k_L) - i\phi n \Delta \phi} - 1 + \frac{1}{\cos(\theta)} \]

where the normalized effective impedance is 

\[ Z_e = \sqrt{\rho_0 \kappa_0 / \rho_0} \]

and \( \phi_n \) is the density and bulk modulus of air, the effective wavenumber \( k_e = \omega / \sqrt{\rho_0} \), \( \Delta \phi_n \) is the end correction of the slit accounting for the radiation from the slit to the free space, \( \phi_n = h/d \) is the total porosity of the metamaterial, \( \omega \) is the angular frequency, \( c_0 \) is the speed of sound in air, and \( \theta \) is the angle of incidence. The effective parameters can be obtained in the low frequency approximation of the MEM as

\[ \kappa_e = \frac{\kappa_s}{\phi_l} \left[ 1 + \frac{\kappa_s \kappa_l (\kappa_s + \kappa_l)}{\kappa_s \kappa_l (\kappa_s + \kappa_l)} \right]^{-1} \]

\[ \rho_e = \frac{\rho_s}{\phi_l} \]

where \( \rho_s \) and \( \rho_e \) are the effective densities of the slit and neck; \( \kappa_s \), \( \kappa_l \), and \( \kappa_e \) are the effective bulk modulus of the slit, neck, and cavity, respectively; \( \nu_s \) and \( \nu_c \) are the volumes of the neck and cavity of the HRs, respectively.

In the complex frequency plane, the reflection coefficient has pairs of zeros and poles that are complex conjugates one from another in the lossless case. In the \( -1 \cos(\theta) \) sign convention, the zeros are located in the positive imaginary plane. The imaginary part of the complex frequency of the poles of the reflection coefficient represents the energy leakage of the system into the free space. Once the intrinsic losses are introduced in the system, the zeros of the reflection coefficient move downwards to the real frequency axis. For a given frequency, if the intrinsic losses perfectly balance the energy

\[ Re(\xi) = \frac{Z_e}{Z_e - \imath \phi n \Delta \phi} - 1 + \frac{1}{\cos(\theta)} \]

where \( \phi_n \) and \( \phi_l \) are the density and bulk modulus of air, the effective wavenumber \( k_e = \omega / \sqrt{\rho_0} \), \( \Delta \phi_n \) is the end correction of the slit accounting for the radiation from the slit to the free space, \( \phi_n = h/d \) is the total porosity of the metamaterial, \( \omega \) is the angular frequency, \( c_0 \) is the speed of sound in air, and \( \theta \) is the angle of incidence. The effective parameters can be obtained in the low frequency approximation of the MEM as

\[ \kappa_e = \frac{\kappa_s}{\phi_l} \left[ 1 + \frac{\kappa_s \kappa_l (\kappa_s + \kappa_l)}{\kappa_s \kappa_l (\kappa_s + \kappa_l)} \right]^{-1} \]

\[ \rho_e = \frac{\rho_s}{\phi_l} \]

where \( \rho_s \) and \( \rho_e \) are the effective densities of the slit and neck; \( \kappa_s \), \( \kappa_l \), and \( \kappa_e \) are the effective bulk modulus of the slit, neck, and cavity, respectively; \( \nu_s \) and \( \nu_c \) are the volumes of the neck and cavity of the HRs, respectively.

In the complex frequency plane, the reflection coefficient has pairs of zeros and poles that are complex conjugates one from another in the lossless case. In the \( -1 \cos(\theta) \) sign convention, the zeros are located in the positive imaginary plane. The imaginary part of the complex frequency of the poles of the reflection coefficient represents the energy leakage of the system into the free space. Once the intrinsic losses are introduced in the system, the zeros of the reflection coefficient move downwards to the real frequency axis. For a given frequency, if the intrinsic losses perfectly balance the energy

\[ Re(\xi) = \frac{Z_e}{Z_e - \imath \phi n \Delta \phi} - 1 + \frac{1}{\cos(\theta)} \]

where \( \phi_n \) and \( \phi_l \) are the density and bulk modulus of air, the effective wavenumber \( k_e = \omega / \sqrt{\rho_0} \), \( \Delta \phi_n \) is the end correction of the slit accounting for the radiation from the slit to the free space, \( \phi_n = h/d \) is the total porosity of the metamaterial, \( \omega \) is the angular frequency, \( c_0 \) is the speed of sound in air, and \( \theta \) is the angle of incidence. The effective parameters can be obtained in the low frequency approximation of the MEM as

\[ \kappa_e = \frac{\kappa_s}{\phi_l} \left[ 1 + \frac{\kappa_s \kappa_l (\kappa_s + \kappa_l)}{\kappa_s \kappa_l (\kappa_s + \kappa_l)} \right]^{-1} \]

\[ \rho_e = \frac{\rho_s}{\phi_l} \]

where \( \rho_s \) and \( \rho_e \) are the effective densities of the slit and neck; \( \kappa_s \), \( \kappa_l \), and \( \kappa_e \) are the effective bulk modulus of the slit, neck, and cavity, respectively; \( \nu_s \) and \( \nu_c \) are the volumes of the neck and cavity of the HRs, respectively.
leakage of the system, a zero of the reflection coefficient is exactly located on the real frequency axis and therefore perfect absorption, \( x = 1 - |R|^2 = 1 \), can be obtained. This condition is known as critical coupling.\(^{14-18,21}\)

Figure 2(c) shows the absorption predicted by the different models when the geometry of the system has been tuned to introduce the exact amount of intrinsic losses that exactly compensates the energy leakage of the system at 275 Hz for \( N = 3 \). In this situation, as shown in Fig. 2(d), the lower frequency zero is located on the real axis, leading to a peak of perfect absorption. In addition, as we have \( N = 3 \) resonators, other two secondary peaks of absorption are observed at higher frequencies, e.g., 442 Hz and 471 Hz. Their corresponding zeros are located close to the real axis and, although the critical coupling condition is not exactly fulfilled, high absorption values can be observed at these frequencies. The differences between the several model predictions observed in the absorption coefficient are due to the fact that the effect of the discreteness is not captured by neither the MEM nor its corresponding models when the geometry of the system has been tuned (sequential quadratic programming (SQP) method\(^22\)), the optimization procedure is shown in Figure 3(a): a sample with a single layer of resonators, \( N = 1 \) with \( h = 2.63 \) mm, \( d = 14.9 \) cm, \( a = L = d/13 = 1.1 \) cm, \( w_n = 2.25 \) mm, \( w_c = 4.98 \) mm, \( l_n = 2.31 \) cm, \( l_c = 12.33 \) cm. The width of the impedance tube used for measurements, \( d \), allows to fit 13 resonators in the transversal dimension as shown in Fig. 3(a). The sample was built using stereolithography techniques using a photosensitive epoxy polymer (Accura 60\(^{\circ}\)), 3D Systems Corporation, Rock Hill, SC 29730, USA), where the acoustic properties of the solid phase are \( \rho_0 = 1210 \) kg/m\(^3\), \( c_0 = [1570, 1690] \) m/s. The structure presents a peak of perfect absorption at \( f = 338.5 \) Hz (different than that of the HR, \( f_{HR} = 370 \) Hz) with a thickness \( L = \lambda/88 \).

Figure 3(b) shows the absorption coefficient at normal incidence calculated with the different semi-analytical methods, predicted numerically by FEM and complex frequency plane experimentally. At \( f = 338.5 \) Hz, perfect absorption can be observed. The maximum absorption measured experimentally was \( x = 0.97 \), as shown in the inset of Fig. 3(b). This small discrepancy between the measurements and the models can be caused by experimental reasons including the non perfect fitting of the slit on the impedance tube and the excitation of plate modes of the solid medium that composes the metamaterial.

On the other hand, Fig. 3(c) shows the corresponding reflection coefficient in the complex frequency plane calculated with MEM. The color map corresponds to the case in which the critical coupling condition is fulfilled, i.e., the zero of the reflection coefficient is exactly located on the real frequency axis. As long as the intrinsic losses depend on the geometry of the resonators and the thickness of the slits, we also represent in Fig. 3(c) the trajectory of this zero as the geometry parameter. (d) Absorption peak as a function of the angle of incidence calculated by the effective parameters (dashed red), transfer matrix method (continuous blue), and finite element method (circles). (c) Representation of the reflection coefficient in the complex frequency plane for the optimized sample. Each line shows the trajectory of its zero by changing a geometry parameter. (d) Absorption peak as a function of the angle of incidence calculated by the effective parameters (dashed red), transfer matrix method (continuous blue). The inset in (d) shows the absorption coefficient in diffuse field as a function of frequency.

FIG. 3. (a) Photograph of the experimental setup with a vertical unit cell, \( N = 1 \), in the interior of the impedance tube. The transparent resin allows to see the array of HREs. Picture shows the tube open, but it was closed for the experiments. (b) Absorption of the system measured experimentally (crosses), calculated by the full modal expansion (thick continuous gray), effective parameters (dashed red), transfer matrix method (continuous blue), and finite element method (circles). (c) Representation of the reflection coefficient in the complex frequency plane for the optimized sample. Each line shows the trajectory of its zero by changing a geometry parameter. (d) Absorption peak as a function of the angle of incidence calculated by the effective parameters (dashed red), transfer matrix method (continuous blue). The inset in (d) shows the absorption coefficient in diffuse field as a function of frequency.
absorption can be achieved with this system at this particular frequency. It can be seen that the trajectories linked to the resonators geometry, \( w_w, w_h, l_o \) have a strong effect in the real part of the complex frequency of the zero, as they modify the HRs resonant frequency. In the case of \( l_o \), due to the geometric constraint \( d \geq h + l_h + l_o \), increasing the length of the neck implies also that the reduction of the cavity and the trajectory of the zero is twisted. The trajectory of the slit thickness, \( h \), shows that the intrinsic losses are excessively increased for very narrow slits and critical coupling condition cannot be fulfilled. For very wide slits, the geometrical constraints also imply the reduction of the size of the resonators and therefore the resonant frequency is increased. Finally, the trajectory linked to the lattice size, \( a \), shows how the depth of the slit, \( L = N_a \), is mainly linked to the intrinsic losses of the system: the peak absorption frequency is almost independent of \( a \); it mostly depends on the resonator resonant frequency. Moreover, as the slow sound conditions are caused by the local resonance of the HRs, the periodicity of the array of HRs is not a necessary condition for these perfect absorbing panels. However, considering periodicity allows us to design and tune the system using the present analytical methods.

Finally, Fig. 3(d) shows the absorption of the metamat-erial panel as a function of the angle of incidence. It can be observed that almost perfect absorption is obtained for a broad range of angles, being \( \varepsilon > 0.90 \) for incident waves with \( \theta < 60^\circ \). The inset of Fig. 3(d) shows the absorption in diffuse field calculated as \( \alpha_{\text{diff}} = \frac{2}{\pi} \int_0^{\pi/2} \alpha(\theta) \cos(\theta) \sin(\theta) d\theta \), where at the working frequency it reaches a value of \( \alpha_{\text{diff}} = 0.93 \), showing the quasi-omnidirectional behavior of the absorption in this sub-wavelength structure.

Realistic panels for sound perfect absorption with sub-wavelength sizes are designed in this work with simple structures made of bricks with Helmholtz resonators. Perfect absorption of sound is achieved at 338.5 Hz with a panel thickness of \( L = \lambda/88 = 1.1 \) cm and without added porous material. It is worth noting here that the total panel size in the vertical dimension is also sub-wavelength \( d = \lambda/6.5 = 14.5 \) cm. The sub-wavelength feature of the presented structure provides perfect absorption for a wide range of incident angles. This almost omnidirectional sound absorber can be employed in practical applications where the omnidirectional feature is mandatory. In addition, several theoretical approaches have been presented and validated experimentally, where their limits of validity are discussed. In order to provide accurate models, we have presented the design with standard Helmholtz resonators. However, the thickness of the structure can be even reduced by engineering the geometry using coiled-up channels or embedding the neck into the cavity of the HRs. These promising results open the possibilities to study different configurations based on these metamaterials and to extend the results to broadband and omnidirectional perfect absorption with deep sub-wavelength structures.

See supplementary material at for more details of the models.
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Rainbow-trapping absorbers: Broadband, perfect and asymmetric sound absorption by subwavelength panels with ventilation
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Perfect, broadband and asymmetric sound absorption is theoretically, numerically and experimentally reported by using subwavelength thickness panels in a transmission problem. The panels are composed of a periodic array of varying cross-section waveguides, each of them being loaded by an array of Helmholtz resonators (HRs) with graded dimensions. The low cut-off frequency of the absorption band is fixed by the resonance frequency of the deepest HR, that reduces drastically the transmission. The preceding HR is designed with a slightly higher resonance frequency with a geometry that allows the impedance matching to the surrounding medium. Therefore, reflection vanishes and the structure is critically coupled. This results in perfect sound absorption at a single frequency. We report perfect absorption at 300 Hz for a structure whose thickness is 40 times smaller than the wavelength. Moreover, this process is repeated by adding HRs to the waveguide, each of them with a higher resonance frequency than the preceding one. Using this frequency cascade effect, we report quasi-perfect sound absorption over almost two frequency octaves ranging from 300 to 1000 Hz for a panel composed of 9 resonators with a total thickness of 11 cm, i.e., 10 times smaller than the wavelength at 300 Hz.

Keywords: Metamaterials, perfect absorption, critical coupling, acoustic absorbers

I. INTRODUCTION

Wave manipulation using metamaterials has been extensively studied in electromagnetism1, elasticity2,3 or acoustics4,5, and among the very innovative systems that have been demonstrated are the metamaterial wave absorbers6–11. In the particular case of sound waves, the selective bandwidth of most studied metamaterials limits their practical applications for audible frequencies: the audible frequency band covers more than ten frequency octaves, while in contrast, visible light spectrum covers less than one octave. Nevertheless, acoustic metamaterials have found practical applications in the design of selective low-frequency sound absorbing materials composed of membrane-type resonators4,12–14, quarter-wavelength resonators (QWRs)15–19 and Helmholtz resonators (HRs)20–23.

By using the strong dispersion produced by local resonances, slow sound can be generated inside acoustic materials24. Recently, slow sound phenomena have been exploited to design deep-subwavelength thickness absorbing structures16–18,21,22. Of particular interest are perfect absorbing materials, facing the challenge of impedance mismatch to the surrounding medium. To achieve perfect absorption, the intrinsic losses of the system must exactly compensate the energy leakage at one resonance of the structure14,20,25,26. When this condition is fulfilled the system is critically coupled with the exterior medium and perfect absorption is observed.

Perfect acoustic absorption has been reported in rigidly-backed subwavelength structures by using slow sound and QWRs20 or HRs21, or by using membranes and plates4,13,14. Until now, only a few works have presented perfect and broadband absorption in rigid-backed subwavelength metamaterials. One kind of broadband absorbers are metaporous materials27–30, whose low frequency performance is limited by the inertial regime of the porous matrix material. Other configurations include the use of panels composed of a parallel arrangement of different QWRs designed to be impedance matched at selected frequencies, e.g., the used in optimized absorbers based in sound diffusers31 or, in the same way, optimally designed panels to the limit imposed by causality32. The use of poroelastic plates that exhibit low quality factor resonances to extend the absorption bandwidth has been also proposed14. In Ref.33 the authors used a graded set of QWRs in a slightly-subwavelength thickness structure to obtain quasi-perfect and broadband absorption. This last configuration can also fulfill the critical coupling conditions at more than one frequency, then, exhibiting perfect and broadband absorption18. In Ref.20 a similar approach was presented using detuned HRs in a rigidly-backed waveguide. Finally, an extension of these ideas has been used to produce multiple slow waves inside a rigidly-backed graded structure of porous material to improve the broadband behaviour33, but critical coupling conditions were not fulfilled at most resonances and perfect absorption was only observed at a single frequency.

However, when the system is not rigidly-backed and transmission is allowed, obtaining perfect absorption becomes challenging because the scattering matrix of the system presents two different eigenvalues. In order to obtain perfect absorption both eigenvalues must vanish at the same frequency34. This implies that symmetric and antisymmetric modes must be simultaneously critically coupled at a given frequency35. When the eigenvalues are both zero but at different frequencies, then the system cannot present perfect absorption, but quasi-perfect absorption can be achieved by approaching the symmetric and antisymmetric modes using strong dispersion32. Perfect acoustic absorption in transmission problems can
be obtained by using degenerate resonators, exciting a monopolar and a dipolar mode at the same frequency \( f_2 \). Using elastic membranes decorated with designed patterns of rigid platelets\(^{15}\) very selective low-frequency perfect absorption can be observed. Another strategy consists in using asymmetric graded materials, e.g., chirped layered porous structures\(^{37}\), but these structures lack of subwavelength resonances and therefore its thickness is of the order of half of the incoming wavelength. A final configuration to achieve perfect absorption in transmission consists in breaking the symmetry of the structure by making use of double-interacting resonators, then perfect absorption was observed in waveguides at a particular frequency\(^{34}\).

In this work, we address the problem of perfect and broadband acoustic absorption using deep-subwavelength structures, which to our knowledge was never addressed before in non rigidly-backed panels. To do so, we design panels composed of monopolar resonators with graded dimensions, namely rainbow-trapping absorbers. The designed panels present broadband, perfect and asymmetric sound absorption, and, due to slow sound, their thickness is reduced to the deep-subwavelength regime. Rainbow trapping phenomenon, i.e., the localization of energy due to a gradual reduction of the group velocity in graded structures, has been observed in optics\(^{38}\), acoustics\(^{39,40}\) or elastodynamics\(^{41}\). However, losses were not accounted for and, therefore, absorption was not studied in these works. In the present configuration, a set of graded HRs is used, allowing to reduce, in addition to the thickness of the panels, the dimension of the unit cell to the deep-subwavelength regime. Using QWRs\(^{35,32}\), rigidly-backed absorbers are about 4 times smaller than the wavelength in the transverse direction of propagation, while in the configuration presented in this paper, and using non-rigidly backed conditions, the size of the structure in the transverse direction is up to 30 times smaller than the absorbed wavelength.

In particular, the structures are composed of a rigid panel, of thickness \( L \), periodically perforated with series of identical waveguides of variable square cross-section loaded by an array of \( N \) HRs of different dimensions, as shown in Figs. 1 (a, b). Each waveguide is therefore divided in \( N \) segments of length \( a[n] \), width \( h_1[n] \) and height \( h_2[n] \). The HRs are located in the middle of each waveguide section. Two samples were designed. The first one, namely subwavelength asymmetric panel (SAP) was composed of \( N = 2 \) HRs and it is shown in Fig. 1 (a). The second one, namely rainbow-trapping absorber (RTA) was composed first, in a design stage, by \( N = 8 \) and, finally, \( N = 9 \) HRs for the experimental tests, as shown in Fig. 1 (b). The SAP was designed to produce a single-frequency peak of perfect absorption while the RTAs were designed to exhibit broadband perfect absorption. The geometrical parameters of both structures were tuned using optimization methods (sequential quadratic programming (SQP))\(^{42}\). In the case of the SAP (\( N = 2 \)) the cost function minimized during the optimization process was \( \varepsilon_{\text{SAP}} = |R^2 + |T|^2 | \), i.e., to maximize the absorption at a given frequency, in this case we selected 300 Hz. The length of the SAP was constrained to \( L = 2.64 \) cm, i.e., a panel 40 times thinner than the incoming wavelength. In the case of the rainbow trapping absorber (\( N = 9 \)), the cost function was \( \varepsilon_{\text{RTA}} = \int f_{R} |R^2 + |T|^2 df, \) i.e., to maximize the absorption in a broad frequency bandwidth, that was chosen from \( f_1 = 300 \) to \( f_2 = 1000 \) Hz. In the case of the RTA the length of the panel was constrained to \( L = 11.3 \) cm, i.e. a panel 10 times thinner than the wavelength at 300 Hz. The geometrical parameters obtained by the optimization process are given in Tables I, III for the SAP and RTA, respectively.

II. RESULTS

A. Subwavelength asymmetric panel (SAP)

We start analysing the behaviour of the designed SAP with \( N = 2 \) HRs, considering the two directions of incidence, namely forward and backward, as depicted in Figs. 2 (a,b). Figures 2 (c-f) show the corresponding absorption, reflection and transmission coefficients for each case. The results is calculated analytically using the transfer matrix method (TMM) in which the thermovisous losses are accounted for, numerically using finite element method (FEM) and experimentally validated using stereo-lithographic 3D printed structures and impedance tube measurements. See Section Methods for further details. Good agreement is observed between analytical, numerical and experimental results.

First, in the forward configuration, shown in Fig. 2 (a), the resonator \( n = 1 \) of the waveguide presents a resonance frequency at \( f_1 = 285 \) Hz. As a consequence, above \( f_1 \), a band gap is introduced and the transmission is strongly reduced, the HR acting effectively as a rigidly-backed wall for the right ingoing waves. Then, the resonator \( n = 2 \), with a superior resonance frequency at \( f_2 = 310 \) Hz, is tuned by the optimization process to critically couple the system with the exterior medium, matching the impedance of the waveguide to that of the surrounding medium. This is achieved at 300 Hz. As a consequence, no reflected waves are produced at this particular frequency and therefore, \( \alpha = 1 - |R^2 + |T|^2 | = 1 \) holds. In this situation, perfect absorption is observed in a panel with a thickness 40 times smaller that the wavelength, i.e., a panel of thickness \( L = 2.64 \) cm. It is worth noting here that the change of section in the main waveguide helps to achieve the impedance matching, specially for very thin SAPs as the one presented here. We will see later on that this steeped change in the cross-section is analogous to the graded profile of the main waveguide for the broadband structure.

Second, in the backward propagation shown in Fig. 2 (b), the wave impinges first the lowest resonance frequency resonator, \( f_1 \). Now at 300 Hz the wave al-
most no transmission is allowed in the waveguide. As the waveguide is not impedance matched at 300 Hz in backward direction, reflection is high and absorption is poor ($\alpha^+ = 0.05$). For frequencies below $f_2$, propagation is allowed in the main waveguide and the effect of the second HR may be visible inducing a decrease of the reflection coefficient. However, the impedance matching in the backward direction is not fully achieved and only a small amount of absorption is observed near the resonance frequency of the first resonator. Therefore, the absorption in this configuration is highly asymmetric.

In order to go further in the physical understanding of the scattering problem, we analyse the eigenvalues and eigenvectors of the $S$-matrix of the SAP in the complex frequency plane. At this stage, it is worth noting that perfect absorption can only be obtained when the two eigenvalues of the $S$-matrix are zero at the same purely real frequency. Let us start by considering the lossless propagation, neglecting the thermo-viscous losses by using the air parameters in the calculations. It can be observed that the eigenvalues shown in Fig. 3 (a, b) present pairs of zeros and poles, each pole identified with a resonance of the system. The position of the zeros and poles in the complex frequency plane characterizes the physical transmission and reflection properties along the real frequency axis. In the lossless case each pole presents a zero that is its complex conjugate, i.e., they are located at the same real frequency but in the opposite half-space.

Now we turn to the lossy case, accounting for the viscous losses in the resonators and the waveguides. In general, once losses are introduced the zero-pole structure of a given system is translated in the complex plane (also slightly deformed), approaching the zeros to the real frequency axis. Figures 3 (c, d) show the eigenvalues of the $S$-matrix once thermo-viscous losses are introduced. At 300 Hz, both eigenvalues, $\lambda_{1,2}$, given by Eq. (9), present a zero exactly located at the real axis. This implies $T = \sqrt{R^+R} = 0$. When this occurs exactly at the real frequency axis and at the same frequency, it implies perfect absorption, as it was observed in the previous section.

However, the information provided by the eigenvalues is not sufficient to determine from which side the perfect absorption is produced. The only information provided when the eigenvalues are zero is that the transmission coefficient and at least one of the two reflection coeffi-
B. Rainbow-trapping absorbers (RTA)

The concept of the SAP can be applied to design broadband perfect absorbers. The idea is to create a frequency-cascade of band-gaps and critically coupled resonators in order to generate a rainbow-trapping effect. The process is as follows. First, we tune the deepest resonator ($n = 1$) in the waveguide to reduce the transmission above a frequency $f_1$. Second, in the same way as previously done in the SAP, a second resonator with slightly higher resonance frequency, $f_2$, is placed in the preceding segment of the waveguide. The geometry of this resonator and the section of the waveguide are tuned to impedance match the system at this frequency. Therefore, asymmetric perfect absorption is observed. In particular, $\alpha = 1$ and $\alpha^+ < 1$ for the designed SAP at the critical coupling frequency ($f = 300$ Hz).

Following this process, a rainbow-trapping absorber (RTA) is designed using $N = 8$ resonators. Figure 4 depicts the design process in detail. First, a panel composed of $N = 2$ HRs is optimized. Here, the geometry of the metamaterial is tuned in the same way as in the SAP. Figure 4 (a) shows a peak of perfect absorption and, as shown in Figs. 4 (b-c), both eigenvalues of the scattering matrix present a zero at the same real frequency (as we have already discussed the relevance of the eigenvectors in the previous Section, here we only show the eigenvalues for the sake of simplicity). Then, another HR is added with a slightly higher resonance frequency. The system is again tuned, but this time looking for perfect absorption at two single frequencies, 300 and 320 Hz. Figure 4 (d) shows the obtained absorption coefficients where two peaks of perfect absorption...
are observed, as demonstrated also by the location of the zeros of the eigenvalues of the scattering matrix on the real frequency axis, shown in Figs. 4 (e-f). This process is repeated iteratively until $N = 8$ HRs were included. Figures 4 (g-i) show the $N - 1$ peaks of perfect absorption and the corresponding complex frequency plane representation of the eigenvalues of the scattering matrix, respectively. Note that strictly speaking perfect absorption can only be achieved at $N - 1$ singular frequencies due to frequency cascade effect. However, flatter absorption can be generated due to the overlapping of the zeros of $\lambda_{1,2}$ if the quality factor of the resonances is reduced. This can be achieved by tuning again the geometrical parameters of the system, using as the initial condition to the optimization algorithm the previous geometry, and using a cost function covering a broad frequency band as

$$c_{\text{RTA}} = \int_{f_1}^{f_N} |R|^2 + |T|^2 df.$$  

The optimized geometrical parameters are listed in Table II. The final flatter, broad-band and quasi-perfect absorption is shown in Fig. 4 (j). It is worth noting here that using a wide-bandwidth cost function does not ensure that all the resonances remain critically coupled, as it is shown in the complex frequency plane representation of the eigenvalues of the scattering matrix in Figs. 4 (k-l). However, the ripples in the absorption can be strongly reduced and the total absorption of energy in a frequency band can be maximized.

Due to machine precision of the available 3D printing system (the minimum step was 0.1 mm), the RTA presented previously cannot be easily manufactured. The main limitation was related to the loss of accuracy of the diameters of the small necks that compose the HRs. Under this technological constraint we redesign the RTA using $N = 9$ HRs and quantizing the dimensions of all the geometrical elements that compose the structure to the machine precision. The manufactured sample is shown in Fig. 5 (a) and the quantized geometrical parameters are listed in Table III. Figures 5 (b-c) show the absorption, reflection and transmission of the device calculated with the TMM, FEM and measured experimentally. The deepest resonator ($n = 1$) presents a resonance frequency of $f_1 = f_{\text{gap}} = 259$ Hz, causing the transmission to drop. A set of 8 resonators were tuned following the process previously described, with increasing resonance frequencies ranging from 330 to 917 Hz. As a result of the frequency-cascade process, the impedance of the structure in the working frequency range is matched with the exterior medium while the transmission vanishes. As a consequence, the RTA presents a flat and quasi-perfect absorption coefficient in this frequency range (see Fig. 5 (b)). Excellent agreement is found between the TMM predictions and FEM simulations, while good agreement is observed between the experimental measurements and both models. It can be observed that at low frequencies there are small differences between the measurements and the models. These disagreements are mainly caused by imperfections in the sample manufacturing, by imperfect
fitting of the structure to the impedance tube, by the possible evanescent coupling between adjacent waveguides and adjacent HRs, and/or by the limitations of the viscous-thermal model used at the joints between waveguide sections.

The corresponding representation of the the two eigenvalues of the $S$-matrix in the complex frequency plane is shown in Figs. 5 (d-e). We can see that even under the constraints imposed by the metamaterial construction process, all the $N-1$ zeros of the eigenvalues that produce the critical coupling of the structure are located very close to the real axis being the zeros of $\lambda_1$ at the same frequencies as $\lambda_2$. Note in the manufactured system, not all the zeros are located exactly on the real axis, but the quality factor of the resonances is very low (note the logarithmic colour scale in Fig. 5 (c-d)). Therefore they overlap producing quasi-perfect sound absorption in a frequency band from 300 to 1000 Hz for a panel 10 times thinner than the wavelength at 300 Hz in air.

Finally, the pressure field calculated using FEM simulations is shown in Fig. 6 along the sagittal plane $x_1 = d_1/2$ for frequencies corresponding to the peaks of absorption, i.e., $f = [300, 386, 450, 530, 610, 706, 803, 923]$ Hz. It can be observed that for each frequency the acoustic field is mostly localized in a single resonator, being the field at lower frequencies localized at the deepest resonator, and the higher frequencies at the outer HRs of the metamaterial, thus, creating the rainbow-trapping effect. Note this behaviour is somehow similar to what was observed in sawtooth broadband absorbers$^{10,11,15}$, but here transmission was considered. It is worth noting here that for low number of resonators, e.g., the previous cases of $N = 2$ and $N = 3$ in Figs. 4 (a,d), the change of section was not mandatory. However, to obtain broadband absorption, the optimization of the geometry produces always a graded profile of the main waveguide. This

FIG. 4. Process to critically couple the rainbow-trapping absorbers. (a) Absorption using $N = 2$ HRs obtained using TMM (continuous lines) and FEM simulations (markers). (b-c) corresponding complex frequency plane representation of the eigenvalues of the scattering matrix. (d) Absorption using $N = 3$ HRs and (e-f) corresponding complex frequency plane. (g) Absorption using $N = 8$ HRs and (h-i) complex frequency plane. (j) Optimized broadband and flat absorption using $N = 8$ HRs, (k-l) corresponding complex frequency plane.

TABLE 1. Optimal parameters for the rainbow-trapping absorbers. The absorption was defined as $a(f) = 1 - |S_{21}(f)|^2$.
graded profile helps to obtain the broadband impedance matching by making use of the cavity resonance in the main waveguide. This cavity mode can be observed at around 923 Hz in the main waveguide, see Fig. 6 (h), and is produced by the quarter-wavelength resonance of the waveguide $f = c/4\sum_{i=1}^{N-1} a_i$ [9]. We notice that this resonance was also observed at the complex frequency plane in Fig. 5 (d-e), represented by the pairs of zero-poles located at $f \approx 1000 \pm i100$ Hz. Due to the geometrical constraints of the metamaterial, the critical coupling of this quarter-wavelength resonance is not possible. However, this cavity resonance also contributes, in a moderate way to generate broadband and flat absorption. It is worth noting here that a similar cavity resonance was also visible in Figs. 4 (k-l). Therefore, the graded profile of the main waveguides contributes also to generate the flat absorption curve.

III. DISCUSSION

We reported perfect acoustic absorption over a broad frequency band in deep-subwavelength thickness panels including transmission using the rainbow-trapping effect. In particular, we first presented monochromatic perfect absorption for a subwavelength asymmetric panel (SAP) 40 times smaller than the incoming wavelength (2.64 cm at 300 Hz) using two double-interacting Helmholtz resonators. Then, we reported flat and perfect absorption over a frequency range covering from 300 to 1000 Hz, i.e., almost two octaves, using a rainbow-trapping absorber (RTA) composed of nine resonators and ten times smaller than the wavelength at 300 Hz (11.3 cm). We showed that to obtain broadband and perfect absorption in the transmission problem, three conditions must be simultaneously fulfilled: (i) the zeros of the eigenvalues of the scattering matrix must be located on the real frequency axis, (ii) the zeros of both eigenvalues, $\lambda_{1,2}$, must be at same frequencies, and, (iii) the quality factor of the resonances must be low to overlap in frequency. These three conditions are mandatory to maximize the broadband absorption of the panels and were satisfied by the optimization process.

The limitations to obtain perfect absorption in realistic panels were tested. It is worth noting here that although achieving perfect absorption is theoretically possible, the maximum absorption is, in general, limited in a real situation. Factors as the changes in temperature, the contribution of nonlinearity for finite amplitude waves or manufacturing constraints produce small changes in the resonances and the critical coupling conditions cannot be exactly fulfilled. However, under such considerations we demonstrated that the structures analysed here produce extraordinary values of absorption: for SAP an absorption peak of 0.995 in the analytical model and 0.982 in the measurements was observed, while in the RTA the maximum absorption was 0.999 in the analytical model and 0.989 in the measurements.

The metamaterials presented here paves the way to new investigations by using the rainbow-trapping effect produced by other types of resonators as graded arrangements of membranes or poroelastic plates. The current subwavelength thickness configuration using Helmholtz resonators can also has potential applications managing acoustic waves in civil, automotive or aerospace engineering.
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100 Hz. Due to the geometrical constraints of the metamaterial, the critical coupling of this quarter-wavelength resonance is not possible. However, this cavity resonance also contributes, in a moderate way to generate broadband and flat absorption. It is worth noting here that a similar cavity resonance was also visible in Figs. 4 (k-l). Therefore, the graded profile of the main waveguides contributes also to generate the flat absorption curve.

III. DISCUSSION

We reported perfect acoustic absorption over a broad frequency band in deep-subwavelength thickness panels including transmission using the rainbow-trapping effect. In particular, we first presented monochromatic perfect absorption for a subwavelength asymmetric panel (SAP) 40 times smaller than the incoming wavelength (2.64 cm at 300 Hz) using two double-interacting Helmholtz resonators. Then, we reported flat and perfect absorption over a frequency range covering from 300 to 1000 Hz, i.e., almost two octaves, using a rainbow-trapping absorber (RTA) composed of nine resonators and ten times smaller than the wavelength at 300 Hz (11.3 cm). We showed that to obtain broadband and perfect absorption in the transmission problem, three conditions must be simultaneously fulfilled: (i) the zeros of the eigenvalues of the scattering matrix must be located on the real frequency axis, (ii) the zeros of both eigenvalues, $\lambda_{1,2}$, must be at same frequencies, and, (iii) the quality factor of the resonances must be low to overlap in frequency. These three conditions are mandatory to maximize the broadband absorption of the panels and were satisfied by the optimization process.

The limitations to obtain perfect absorption in realistic panels were tested. It is worth noting here that although achieving perfect absorption is theoretically possible, the maximum absorption is, in general, limited in a real situation. Factors as the changes in temperature, the contribution of nonlinearity for finite amplitude waves or manufacturing constraints produce small changes in the resonances and the critical coupling conditions cannot be exactly fulfilled. However, under such considerations we demonstrated that the structures analysed here produce extraordinary values of absorption: for SAP an absorption peak of 0.995 in the analytical model and 0.982 in the measurements was observed, while in the RTA the maximum absorption was 0.999 in the analytical model and 0.989 in the measurements.

The metamaterials presented here paves the way to new investigations by using the rainbow-trapping effect produced by other types of resonators as graded arrangements of membranes or poroelastic plates. The current subwavelength thickness configuration using Helmholtz resonators can also has potential applications managing acoustic waves in civil, automotive or aerospace engineering.
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IV. METHODS

A. Theoretical model

The theoretical modelling is performed by using the transfer matrix method (TMM), which relates the sound pressure, \( p \), and normal acoustic particle velocity, \( v_z \), at the beginning (\( x = 0 \)) and at the end of the panel (\( x = L \)). Under the assumption that only plane waves propagate in the waveguides, the transfer matrix \( T \) is derived and the reflection and transmission coefficients can be calculated. The system is written as

\[
\begin{pmatrix}
  p \\ v_z
\end{pmatrix}_{x=0} = T \begin{pmatrix}
  p \\ v_z
\end{pmatrix}_{x=L} = T_{11} T_{12} \begin{pmatrix}
  p \\ v_z
\end{pmatrix}_{x=L},
\]

where \( T \) is given by the product of the transfer matrices of the \( N \) different cross-section waveguides loaded by HRs,

\[
T = M_{n+1}^{[n]} \prod_{n=1}^{N} M_{n}^{[n]} M_{HR}^{[n]} M_{s}^{[n]} M_{slit}^{[n]},
\]

The transmission matrix for the \( n \)-th waveguide half-segment, \( M_{n}^{[n]} \), takes the form

\[
M_{n}^{[n]} = \begin{bmatrix}
\frac{\cos(k_{n}^{[n]} d_{n}^{[n]})}{Z_{n}^{[n]}} & -iZ_{n}^{[n]} \sin(k_{n}^{[n]} d_{n}^{[n]}) \\
\frac{1}{Z_{n}^{[n]}} \sin(k_{n}^{[n]} a_{n}^{[n]}) & \frac{\cos(k_{n}^{[n]} a_{n}^{[n]})}{Z_{n}^{[n]}}
\end{bmatrix},
\]

where \( k_{n}^{[n]} = \sqrt{k_{n}^{[n]} \rho_{n}} / S_{n} \) and \( \rho_{n} \) are the effective wavenumber and the characteristic impedance of the \( n \)-th waveguide segment, \( k_{n}^{[n]} \) and \( \rho_{n} \) are the effective bulk modulus and the density respectively, provided in the IVD, and \( S_{n} = d_{n}^{[n]} h_{n}^{[n]} \) are the cross-sectional areas.

The resonators, accounted for as point scatterers in the middle of each waveguide segment by a transmission matrix \( M_{HR}^{[n]} \), and the radiation correction of the \( n \)-th waveguide segment due to cross-section changes, \( M_{slit}^{[n]} \), are respectively

\[
M_{HR}^{[n]} = \begin{bmatrix}
1 & 0 \\
1/Z_{HR}^{[n]} & 1
\end{bmatrix},
M_{slit}^{[n]} = \begin{bmatrix}
1 & Z_{slit}^{[n]} \\
0 & 1
\end{bmatrix},
\]

where \( Z_{HR}^{[n]} \) is the impedance of the HR and \( Z_{slit}^{[n]} \) is the characteristic radiation impedance of the \( n \)-th waveguide, both provided in the IVE. Notice that the length corrections of the HRs are already accounted for in the impedance \( Z_{HR}^{[n]} \).

The reflection coefficients from both sides of the structure, \( R^{+} \) and \( R^{-} \), and the transmission coefficient, \( T \), are
given by the elements of the \( T \)-matrix as

\[
T = \frac{2 e^{\text{i}kL}}{T_{11} + T_{12}/Z_0 + Z_0T_{21} + T_{22}},
\]

(5)

\[
R^- = \frac{T_{11} + T_{12}/Z_0 - Z_0T_{21} + T_{22}}{T_{11} + T_{12}/Z_0 + Z_0T_{21} + T_{22}},
\]

(6)

\[
R^+ = \frac{-T_{11} + T_{12}/Z_0 - Z_0T_{21} + T_{22}}{T_{11} + T_{12}/Z_0 + Z_0T_{21} + T_{22}},
\]

(7)

where \( Z_0 = \rho_0 \kappa_0 / S_0 \) is the characteristic impedance of the surrounding medium, usually air, with \( S_0 = \sqrt{\kappa_0 \rho} \), and the superscripts \((-\), \(+\)) denoting the incidence direction, i.e., the positive and negative \( x_2 \)-axis respectively. Finally the asymmetric absorption coefficients are calculated as \( \alpha = \alpha^- = 1 - |R^-|^2 - |T|^2 \) for the positive \( x_2 \)-axis ingoing waves, namely here and beyond forward propagation, and \( \alpha^+ = 1 - |R^+|^2 - |T|^2 \) for the negative \( x_2 \)-axis ingoing waves, namely backward propagation. In symmetric systems \( T_{11} = T_{22} \) and, as a consequence, \( R^+ = R^- \). This property is not satisfied by rainbow trapping absorbers and, therefore, the absorption depends on the direction of incidence. The reciprocal behaviour of the system implies that the determinant of transfer matrix is one \( (T_{11}T_{22} - T_{12}T_{21}) = 1 \). This property is satisfied by the present linear and time invariant system and the transmission does not depend on the direction of incidence.

On the other hand, the scattering matrix, \( S \), relates the amplitudes of the incoming waves with those of the outgoing waves. The total pressures at both sides of the structure are given by \( p(x_a) = A e^{-\text{i}\kappa x_a} + B e^{\text{i}\kappa x_a} \) for \( x_a < 0 \), and \( p(x_b) = C e^{-\text{i}\kappa x_b} + D e^{\text{i}\kappa x_b} \) for \( x_b > L \). Thus, the relation between the amplitudes of both waves is given by the \( S \)-matrix as

\[
\begin{bmatrix}
A \\
D
\end{bmatrix} =
\begin{bmatrix}
C \\
B
\end{bmatrix} =
\begin{bmatrix}
T & R^- \\
R^+ & T
\end{bmatrix}
\begin{bmatrix}
C \\
B
\end{bmatrix}.
\]

(8)

The \( S \)-matrix is widely used in wave physics to characterize and interpret the wave scattering. The scattering matrix possesses two eigenvalues

\[
\lambda_{1,2} = T \mp \sqrt{R^+R^-},
\]

(9)

while the eigenvectors corresponding to \( \lambda_1 \) and \( \lambda_2 \) are

\[
\vec{v}_1 = \begin{bmatrix} R^- & -\sqrt{R^+R^-} \end{bmatrix}, \quad \vec{v}_2 = \begin{bmatrix} \sqrt{R^+R^-} & R^+ \end{bmatrix},
\]

(10)

respectively. The poles and zeros of the eigenvalues as well as the eigenvectors of the \( S \)-matrix in the complex-frequency plane provide rich information, as we will see later.

### B. Numerical model

In order to validate the analytical models we use a numerical approach based on the Finite Element Method (FEM) using COMSOL Multiphysics 5.2™. The thermo-viscous losses were accounted for by using the effective parameters of the air in the ducts, i.e., by using the complex and frequency dependent density and bulk modulus, given in the IV.D. At the external sides of the panel, rigid boundary conditions were considered and viscous losses were neglected here. This is justified because losses are mainly produced by thermo-viscous processes at the narrow ducts that compose the metamaterial and the contribution of other sources is minor. The unstructured mesh was designed ensuring a maximum element size 20 times smaller than the wavelength.

### C. Sample design and experiments

Both samples were 3D printed by means of stereolithography techniques using a photosensitive epoxy polymer (Accura 60® 3D Systems Corporation, Rock Hill, SC 29730, USA). The acoustic properties of the solid phase were \( \rho_0 = 1210 \text{ kg/m}^3 \) and \( \kappa_0 = 1630 \pm 60 \text{ m/s} \). Therefore, the characteristic acoustic impedance was almost 5 thousand times greater than the one of air and therefore the structure is considered motionless. The transmission, reflection and absorption were measured in a impedance tube with squared cross-section whose side was 15 cm. During the experiments the amplitude of the acoustic source was low enough to neglect the contribution of the nonlinearity of the HRs.

### D. Visco-thermal losses model

The visco-thermal losses in the system are considered both in the HRs and in the waveguide by using its effective complex and frequency dependent parameters. Considering only plane waves propagate inside the metamaterial, the effective density, \( \rho_k^{[n]} \), and bulk modulus, \( \kappa_k^{[n]} \), of the \( n \)-th waveguide segment, \( \rho_k^{[n]} \), \( \kappa_k^{[n]} \), the neck, \( \rho_k^{[w]} \), \( \kappa_k^{[w]} \), and the cavity, \( \rho_k^{[c]} \), \( \kappa_k^{[c]} \), of each resonator are given by:

\[
\rho_k^{[n]} = -\frac{\rho_0 b_k^2 b_k^2}{4 G_p^2 \sum_{k \in N} \sum_{m \in N} (\alpha_k^2 \beta_m^2 (\alpha_k^2 + \beta_m^2 - G_p^2))^{-1}},
\]

(11)

\[
\kappa_k^{[n]} = \frac{\kappa_0}{\gamma + \frac{4 \text{Pr} - 1 \text{G}_p^2}{\text{Pr} b_k^2} \sum_{k \in N} \sum_{m \in N} (\alpha_k^2 \beta_m^2 (\alpha_k^2 + \beta_m^2 - G_p^2))^{-1}},
\]

(12)

where \( G_p = \sqrt{\omega \rho_0 \gamma / \eta} \) and \( G_n = \sqrt{\omega \rho_0 / \eta} \), \( \gamma \) is the specific heat ratio of air, \( \text{Pr} \) is the Prandtl number, \( \rho_0 \) the air density, \( \kappa_0 = \gamma P_0 \) the air bulk modulus and \( \omega \) the angular frequency. The constants \( \alpha_k = 2(k + 1/2) \pi / b_k \) and \( \beta_m = 2(n + 1/2) \pi / b_m \) are the dimensions of the duct. Thus, in the case of the \( n \)-th waveguide...
segment \( b_1 = h_1^n \), \( b_2 = h_3^n \); in the case of the neck of the HR \( b_1 = b_2 = w_1^n \); and in the case of the cavity of the HR \( b_1 = w_1^n \) and \( b_2 = w_2^n \). Finally, the effective wave number and acoustic impedance are given by

\[
\begin{align*}
\kappa_i^n &= \sqrt{\rho_i^n / \rho_i^n} \quad \text{and} \quad Z_i^n = \sqrt{\kappa_i^n / \rho_i^n} / b_1 b_2, \\
\end{align*}
\]

respectively.

### E. Resonator impedance and end corrections

Using the effective parameters for the neck and cavity elements given by Eqs. (11–13), the impedance of a Helmholtz resonator, including a length correction due to the radiation can be written as

\[
Z_{HR} = -\frac{\cos(k_n^0 l_n^0) \cos(k_n^0 l_n^0 c) - Z_n^a k_n^a \Delta l_n^a \cos(k_n^a l_n^a) \sin(k_n^a l_n^a c) / Z_n^c - Z_n^a \sin(k_n^a l_n^a) \sin(k_n^a l_n^a c) / Z_n^c}{\sin(k_n^a l_n^a) \cos(k_n^a l_n^a c) / Z_n^c - \cos(k_n^a l_n^a) \sin(k_n^a l_n^a c) / Z_n^c},
\]

(13)

where \( l_n^0 \) and \( l_n^a \) are the neck and cavity lengths, \( k_n^a \) and \( k_n^c \), are the effective wavenumbers and and \( Z_n^a \) and \( Z_n^c \) effective characteristic impedance in the neck and cavities respectively, and \( \Delta l_n^a \) the correction length for the HRs. These correction lengths are deduced from the addition of two correction lengths \( \Delta l_n^a = \Delta l_1^n + \Delta l_2^n \) as

\[
\begin{align*}
\Delta l_1^n &= 0.41 \left[ 1 - 1.35 \left( \frac{w_n^{\text{in}}}{w_a^{\text{in}}} \right) + 0.31 \left( \frac{w_n^{\text{in}}}{w_a^{\text{in}}} \right)^3 \right] w_n^{\text{in}}, \\
\Delta l_2^n &= 0.41 \left[ 1 - 0.235 \left( \frac{w_n^{\text{in}}}{w_a^{\text{in}}} \right) - 1.32 \left( \frac{w_n^{\text{in}}}{w_a^{\text{in}}} \right)^2 \\
&\quad + 1.54 \left( \frac{w_n^{\text{in}}}{w_a^{\text{in}}} \right)^3 - 0.86 \left( \frac{w_n^{\text{in}}}{w_a^{\text{in}}} \right)^4 \right] w_n^{\text{in}},
\end{align*}
\]

(14)

The first length correction, \( \Delta l_1^n \), is due to pressure radiation at the discontinuity from the neck due to the cavity of the HR\(^{45}\), while the second \( \Delta l_2^n \) comes from the radiation at the discontinuity from the neck to the principal waveguide\(^{46}\). This correction only depends on the radius of the waveguides, so it becomes important when the duct length is comparable to the radius.

Another important end correction arises due the radiation from the waveguides to the free air, and the radiation correction between waveguides segments due to change of section. On one hand, in the case of radiation to the free air, for the element \( n = N \) in Eq.(2), the radiation correction is equivalent to the one of a periodic distribution of slits, that can be expressed as

\[
\Delta l_{slit}^{[N]} = \sigma h_3^{[N]} \sum_{m=1}^{\infty} \frac{\sin^2 (m\pi \sigma)}{(m\pi \sigma)^2},
\]

(15)

with \( \sigma = h_3^{[N]} / d_3 \). Using these values, the radiation impedance of the waveguide segment is \( Z_{\text{slit}}^{[N]} = -i \omega \Delta l_{slit}^{[N]} \rho_0 / \phi_3^{[N]} \) with \( \phi_3^{[N]} = d_3 / h_3^{[N]} \) and the unit cell surface \( S_0 = d_1 d_3 \). On the other hand, for the radiation correction between slits due to change of section, i.e., from \( n = 1 \) to \( n = N - 1 \) in Eq.(2), the following end correction has been applied:

\[
\Delta l_{slit}^{[n]} = 0.82 \left[ 1 - 1.35 \left( \frac{h_n^{[n]}}{h_n^{[n-1]}} \right) + 0.31 \left( \frac{h_n^{[n]}}{h_n^{[n-1]}} \right)^3 \right] h_n^{[n]},
\]

(16)

Using this value, the radiation impedance reads \( Z_{\text{slit}}^{[n]} = -i \omega \Delta l_{slit}^{[n]} \rho_0 / \phi_3^{[n]} \) with \( \phi_3^{[n]} = h_n^{[n-1]} / h_n^{[n]} \) and \( Z_{\text{slit}}^{[n]} = h_1^{[n]} h_3^{[n]} \).

### F. Geometrical parameters

The geometrical parameters for the SAP (\( N = 2 \), corresponding to Fig. 2, are listed in Table I. The total structure thickness is \( L = \sum a[n] = 28.6 \) mm, and its height and width of the unit cell are \( d_1 = 148.1 \) mm and \( d_2 = 14.8 \) mm respectively.

The geometrical parameters for the RTA (\( N = 8 \), corresponding to Fig. 4 (i-l), are listed in Table III. The total structure thickness is \( L = 120 \) mm, and its height and width of the unit cell are \( d_1 = 48.7 \) mm and \( d_1 = 6.3 \) mm respectively.

The geometrical parameters for the RTA (\( N = 9 \), corresponding to Fig. 5, are listed in Table III. The total structure thickness is \( L = \sum a[n] = 113 \) mm, and its height and width of the unit cell are \( d_1 = 48.7 \) mm and \( d_1 = 14.6 \) mm respectively.
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TABLE I. Geometrical parameters for the SAP (N = 2).

<table>
<thead>
<tr>
<th>n</th>
<th>$a_n$ (mm)</th>
<th>$h_{1n}$ (mm)</th>
<th>$h_{2n}$ (mm)</th>
<th>$l_{1n}$ (mm)</th>
<th>$l_{2n}$ (mm)</th>
<th>$w_{1n}$ (mm)</th>
<th>$w_{2n}$ (mm)</th>
<th>$w_{3n}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>16.8</td>
<td>12.7</td>
<td>13.8</td>
<td>15.4</td>
<td>119.1</td>
<td>4.5</td>
<td>13.8</td>
<td>15.7</td>
</tr>
<tr>
<td>1</td>
<td>11.8</td>
<td>1.0</td>
<td>13.8</td>
<td>12.0</td>
<td>134.1</td>
<td>3.2</td>
<td>13.8</td>
<td>10.8</td>
</tr>
</tbody>
</table>

TABLE II. Geometrical parameters for the RTA (N = 8).

<table>
<thead>
<tr>
<th>n</th>
<th>$a_n$ (mm)</th>
<th>$h_{1n}$ (mm)</th>
<th>$h_{2n}$ (mm)</th>
<th>$l_{1n}$ (mm)</th>
<th>$l_{2n}$ (mm)</th>
<th>$w_{1n}$ (mm)</th>
<th>$w_{2n}$ (mm)</th>
<th>$w_{3n}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>15.0</td>
<td>28.8</td>
<td>5.3</td>
<td>1.0</td>
<td>17.9</td>
<td>0.8</td>
<td>5.3</td>
<td>13.5</td>
</tr>
<tr>
<td>7</td>
<td>15.0</td>
<td>27.4</td>
<td>5.3</td>
<td>1.2</td>
<td>19.2</td>
<td>0.8</td>
<td>5.3</td>
<td>14.0</td>
</tr>
<tr>
<td>6</td>
<td>15.0</td>
<td>25.9</td>
<td>5.3</td>
<td>1.5</td>
<td>20.3</td>
<td>0.8</td>
<td>5.3</td>
<td>14.0</td>
</tr>
<tr>
<td>5</td>
<td>15.0</td>
<td>24.5</td>
<td>5.3</td>
<td>1.8</td>
<td>21.3</td>
<td>0.8</td>
<td>5.3</td>
<td>14.0</td>
</tr>
<tr>
<td>4</td>
<td>15.0</td>
<td>23.1</td>
<td>5.3</td>
<td>2.2</td>
<td>22.4</td>
<td>0.7</td>
<td>5.3</td>
<td>14.0</td>
</tr>
<tr>
<td>3</td>
<td>15.0</td>
<td>22.1</td>
<td>5.3</td>
<td>2.6</td>
<td>23.0</td>
<td>0.7</td>
<td>5.3</td>
<td>14.0</td>
</tr>
<tr>
<td>2</td>
<td>15.0</td>
<td>21.9</td>
<td>5.3</td>
<td>3.2</td>
<td>22.6</td>
<td>0.7</td>
<td>5.3</td>
<td>14.0</td>
</tr>
<tr>
<td>1</td>
<td>15.0</td>
<td>0.8</td>
<td>0.8</td>
<td>5.7</td>
<td>41.2</td>
<td>0.7</td>
<td>5.3</td>
<td>13.5</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>n</th>
<th>( a^{[n]} ) (mm)</th>
<th>( h_1^{[n]} ) (mm)</th>
<th>( h_2^{[n]} ) (mm)</th>
<th>( l_1^{[n]} ) (mm)</th>
<th>( l_2^{[n]} ) (mm)</th>
<th>( w_{n1}^{[n]} ) (mm)</th>
<th>( w_{n2}^{[n]} ) (mm)</th>
<th>( w_{n1,1}^{[n]} ) (mm)</th>
<th>( w_{n1,2}^{[n]} ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>7.9</td>
<td>25.6</td>
<td>14.0</td>
<td>1.1</td>
<td>21.4</td>
<td>1.2</td>
<td>14.0</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9.5</td>
<td>24.2</td>
<td>14.0</td>
<td>1.1</td>
<td>22.8</td>
<td>1.2</td>
<td>14.0</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>11.0</td>
<td>22.8</td>
<td>14.0</td>
<td>1.7</td>
<td>23.6</td>
<td>1.4</td>
<td>14.0</td>
<td>10.6</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12.6</td>
<td>21.6</td>
<td>14.0</td>
<td>0.7</td>
<td>25.9</td>
<td>1.0</td>
<td>14.0</td>
<td>12.0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14.1</td>
<td>20.2</td>
<td>14.0</td>
<td>1.5</td>
<td>26.5</td>
<td>1.2</td>
<td>14.0</td>
<td>13.6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>15.7</td>
<td>18.8</td>
<td>14.0</td>
<td>1.1</td>
<td>28.3</td>
<td>1.0</td>
<td>14.0</td>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>17.3</td>
<td>17.4</td>
<td>14.0</td>
<td>1.6</td>
<td>29.2</td>
<td>1.0</td>
<td>14.0</td>
<td>16.8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>18.8</td>
<td>16.0</td>
<td>14.0</td>
<td>1.1</td>
<td>31.2</td>
<td>0.8</td>
<td>14.0</td>
<td>18.4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.4</td>
<td>1.0</td>
<td>1.0</td>
<td>3.0</td>
<td>44.7</td>
<td>0.6</td>
<td>14.0</td>
<td>5.6</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III. Geometrical parameters for the RTA \((N = 9)\).
Metadiffusers: Deep-subwavelength sound diffusers
Noé Jiménez1, Trevor J. Cox2, Vicent Romero-García1 & Jean-Philippe Groby1

We present deep-subwavelength diffusing surfaces based on acoustic metamaterials, namely metadiffusers. These sound diffusers are rigidly backed slotted panels, with each slit being loaded by an array of Helmholtz resonators. Strong dispersion is produced in the slits and slow sound conditions are induced. Thus, the effective thickness of the panel is lengthened introducing its quarter wavelength resonance in the deep-subwavelength regime. By tuning the geometry of the metamaterial, the reflection coefficient of the panel can be tailored to obtain either a custom reflection phase, moderate or even perfect absorption. Using these concepts, we present ultra-thin diffusers where the geometry of the metadiffuser has been tuned to obtain surfaces with spatially dependent reflection coefficients having uniform magnitude Fourier transforms. Various designs are presented where, quadratic residue, primitive root and ternary sequence diffusers are mimicked by metadiffusers whose thickness are 1/46 to 1/20 times the design wavelength, i.e., between about a twentieth and a tenth of the thickness of traditional designs. Finally, a broadband metadiffuser panel of 3 cm thick was designed using optimization methods for frequencies ranging from 250 Hz to 2 kHz.

There are many applications in physics and electrical engineering for objects and surfaces that disperse waves. To take a few examples, such scatterers can be applied to sonar and radar camouflage, electromagnetic reverberation chambers and reducing unwanted ultrasound reflections from surgical equipment. To study how metamaterials might create scattering, this study has focussed on sound diffusers applied in room acoustics. This allows the work to build on a large body of knowledge concerning how such surfaces are measured, predicted and designed. Common wall treatments are made of flat panels, leading to specular sound reflections. In critical environments such as auditoria, professional broadcast and recording control rooms, recording studios or conference rooms, such reflections can decrease sound quality due to echoes or cause sound coloration1. Even when these specular reflections are damped by absorption, the sound field inside a room may be non-diffuse, affecting the quality of the listening. In these situations, diffusers can often help by evenly spreading the acoustic energy in both space and time. Specialist diffusers are panels whose scattering function is uniform, so the reflected waves are dispersed in many different directions.

The far-field polar pressure distribution can characterize the performance of a diffuser. For a finite panel of side 2b, the far-field polar pressure distribution, \( p(\theta) \), of a locally-reacting reflecting surface with a spatially dependent reflection coefficient, \( R(x) \), can be calculated using the Fraunhofer integral as ref. 2

\[
p(\theta) = \frac{1}{2b} \int_{-b}^{b} R(x) e^{ik_x \theta \sin x} dx, \tag{1}
\]

where \( \theta \) is the polar angle and \( k_x \) is the wavenumber in air. Note the scattered pressure in the far-field is essentially a Fourier transform of the reflected field along the surface. Therefore, structures whose reflection coefficient distributions present a uniform magnitude Fourier transform present good sound diffusion properties1.

The generation of spatially dependent reflective surfaces have been achieved in the past by using phase grating diffusers, also known as Schroeder’s diffusers after its first proposal using maximum length sequences. The most used configurations are rigid-backed slotted panels where each well acts as a quarter wavelength resonator4–6, as shown in Fig. 1(a). Due to the different resonance frequency of each well, the phase of the reflection coefficient locally depends on the wavenumber and depth of each well. Thus, one approach is to set the spatially-dependent reflection coefficient according to a number sequence that presents a uniform magnitude Fourier spectrum at the design frequency. In this case, a periodic array of the panel presents grating lobes with the same pressure magnitude in the far field at the design frequency.
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The maximum phase shift of the reflection coefficient achieved by a single well in a phase grating diffuser occurs at its quarter wavelength resonance, i.e., $L = c_0/4f$ where $f$ is the frequency, $L$ is the depth of the well and $c_0$ is the speed of sound in air. Therefore, a limitation of Schroeder diffusers is that the depth becomes large for low design frequencies. This results in thick and heavy panels, limiting the use of phase grating diffusers for low-frequencies where the wavelength of sound in air is of the order of several meters. In the context of smart building design, design and sustainable building, leading-edge technologies can be applied to optimize space and design lightweight materials, improving the performance of the acoustic solutions using less resources.

Various approaches have been carried in the past to reduce the total thickness of the panels. As the wells of Schroeder diffusers present different lengths, well folding strategies have been proposed to minimize the unused space. At high frequencies the sound does not bend through the folded wells and so care in design is needed. Using well-folding the total thickness of a diffuser can only be reduced to about half the depth of a standard Schroeder diffuser. Other approaches include the use of single Helmholtz resonators instead of quarter wavelength resonators to construct the phase grating diffuser. This strategy was first reported by placing perforated sheets at the front of a Schroeder diffuser. The added-mass effect reduces the resonance frequency of the well and consequently the thickness can be reduced. In this system losses are inevitably introduced and therefore, some of these devices were proposed as sound absorbers. Using “T” shaped wells, 2 dimensional resonators can be designed and the full structure can be optimized to extend its low frequency response. Flat panels have been also proposed using hybrid surfaces that combine patches of absorption and reflection, but their performance is limited because of weak edge diffraction. Other approaches include the use of active surfaces, but their use is limited due to cost. Recently, sonic crystals (SC) were used to construct acoustic diffusers. A SC is a periodic arrangement of acoustic scatters, typically rigid bars embedded in air. The periodicity leads to a modification of the dispersion relations and propagation through these structures becomes strongly dispersive and anisotropic. The diffusion was achieved at low frequencies of a bi-periodic SC mainly caused by the internal Fabri-Pérot resonances of the structure. The main drawback of this promising approach is the lack of simple and/or analytical methods to design these complex structures. Therefore, optimization of these structures have been proposed, but the lack of fast analytical models make the design tedious and, until now, the inherent thermo-viscous losses have not been accounted for in these designs.

Local resonances have also been exploited to introduce strong dispersion in acoustic metamaterials. In these structures the phase speed can be strongly modified and materials with exotic properties as either negative effective bulk modulus or negative mass density can be designed. Metamaterials have been widely used to design acoustic absorbers as metaporous materials, dead-end porosity materials, or absorbing resonant metamaterials composed by membrane-type resonators, quarter-wavelength resonators (QWRs), and Helmholtz resonators (HRs). These last types of metamaterials make use of strong dispersion giving rise to slow-sound propagation inside the material. Using slow sound results in a decrease of the cavity resonance frequency and, hence, the structure thickness can be drastically reduced to the deep-subwavelength regime. Moreover, these structures can fulfill the critical coupling conditions, having their impedance matched with the exterior medium and resulting in perfect absorption (PA), as recently demonstrated for panels using slow sound and QWRs or HRs.

In this paper, we present deep-subwavelength diffusers based on acoustic metamaterials to reduce the thickness of Schroeder diffusers. The system works as follows: first, we consider a rigid panel of finite length with a set of $N$ slits. Second, we modify the dispersion relations inside each slit by loading one of their walls with a set of HRs, as shown in Fig. 1(b). The sound propagation in each slit becomes strongly dispersive and the sound speed inside it, $c_0$, can be drastically reduced. Each slit behaves effectively as a deep-subwavelength resonator and, therefore, the effective depth of the slits can be strongly reduced as $L = c_0/4f$ holds. By tuning the geometry of the HRs and the thickness of the slits, the dispersion relations inside each slit can be modified. As a result the phase of the reflection coefficient can be tailored, e.g., to those of an Schroeder phase grating diffuser. Furthermore, by tuning the thermo-viscous losses, which are inherent in the HRs and in the narrow slits, the leakage of the structure can

Figure 1. (a) Scheme of a QRD Schroeder diffuser composed by $N = 7$ wells or quarter wavelength resonators. (b) Metadiffuser composed of $N = 7$ sub-wavelength slits, each of them loaded by $M = 3$ Helmholtz resonators, with slightly different geometry. (c) Detail of a slit of the metadiffuser showing the geometrical parameters of the cavity of a HR ($w_c$ and $l_c$) and its neck ($w_n$ and $l_n$).
be compensated by the intrinsic losses of the system and PA can be obtained. Thus, the magnitude of the reflection coefficient can be also tuned, and the behaviour of the slits ranges from perfect reflectors to perfect absorbers. Perfect absorbing slits allows the construction of ternary sequence diffusers\(^1^0\) for low frequencies.

**Results**

**Slow sound and dispersion relations in the slits.** We consider a 2D flat panel composed of a periodic distribution of unit cells. As shown in Fig. 1(b,c), the unit cell is composed by \(N\) slits of width \(h\) separated a distance \(d\) and distributed in the \(x\) direction. Each slit is loaded by \(M\) HRs separated a distance \(a\), each one composed of a squared cross-section neck and a cavity with length and width dimensions \(L_n\) and \(w_n\), respectively. The propagation inside each slit was calculated using the transfer matrix method (TMM) and the finite element method (FEM) including the thermoviscous losses by means of its effective parameters (see methods section). The methods and unit cell used in this work are the same as in refs 31 and 32. In those works, the TMM and FEM using the effective parameters were accurately validated experimentally to model the thermoviscous losses of metamaterials using a set of \(N = 13\) by \(M = 1\) HR\(^1^3\) and \(N = 3\) by \(M = 10\) HR\(^2^\).

Figure 2(a) shows the dispersion relations inside two different slits, \(n = 1\) and \(n = 2\), obtained by using \(M = 2\) HR with the geometrical parameters listed in Table 1. First, above the resonance frequency of the HRs, \(f_{\text{r}}\), a band gap is generated. Below the resonance frequency of the HRs a dispersive band is observed and the wavenumber is increased with respect to the wavenumber in air. In this regime, slow sound conditions are produced, as shown in Fig. 2(b), i.e., the phase speed inside the slits is strongly reduced. The phase of the reflection coefficient produced by each slit is shown in Fig. 2(c). We can see that for some frequencies the phase of the reflection coefficient of both slits (blue and red lines) is strongly modified when compared to the reflection phase of a slit without HRs (dashed line). At 2 kHz, the 1st slit (red curve) reacts inverting the phase of the incoming wave, while for the 2nd slit (blue curve) this occurs at 3.2 kHz. In this way, by tuning the geometry a specific phase profile can be tailored, while the total thickness of the panel can be greatly reduced when compared with a quarter wavelength resonator of length \(L\). By using these features, we show in this article that the phase profile of Schroeder and ternary sequence diffusers can be mimicked by a sub-wavelength metadiffuser in a given frequency band. Therefore by tuning the geometry of a metadiffuser we can maximize sound diffusion in a broad frequency band for room acoustics applications using a deep sub-wavelength panel.

**Quadratic residue metadiffusers.** The first numerical sequence mimicked is the one used in quadratic residue diffusers (QRD). The sequence is given by \(s_n = n^2 \mod N\), where mod is the least non-negative remainder of the prime number \(N\). If the phase grating diffuser is based on quarter wavelength resonators (wells), the depth of the wells is given by \(L_n = s_n/2\)，where \(\lambda_0\) is the design wavelength. Here, we use optimization methods, e.g., sequential quadratic programming\(^8\), to tune the geometry of the metamaterial so the spatially-dependent reflection coefficient matched between the QRD-metadiffuser and the QRD only at 2000 Hz. A QRD with \(N = 5\) QRD, a total thickness of \(L = 27.4\) cm and side \(Nd = 35\) cm was designed for a frequency of 500 Hz. Due to the small lateral size of the panel, the response was evaluated at 2000 Hz considering 6 repetitions of the unit cell in order to clearly generate the characteristic \(N\) diffraction grating lobes of the QRD in the far-field. Figure 3(a,b) shows the phase and magnitude of the reflection coefficient along the surface the ideal QRD and a QRD-metadiffuser of \(L = 2\) cm thickness and \(M = 2\) HRs of same lateral dimensions. The geometrical parameters for the metadiffuser are listed in Table 1 and a scheme of the panel is shown in Fig. 3(c). Perfect agreement is found between the reflection coefficients of the QRD-metadiffuser and the target phase grating QRD. Figure 3(g) shows the far-field calculation at
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**Figure 2.** (a)Dispersion relation inside the (blue) first and (red) second slits of a metadiffuser for the lossless case (continuous lines) and accounting for the thermo-viscous losses (dashed lines), and wavenumber in air (dashed-dotted). The resonance frequencies of the HR are shown as \(f_{\text{r},1}\) and \(f_{\text{r},2}\). (b) Corresponding phase speed. (c) Phase of the reflection coefficient for each individual slit.

<table>
<thead>
<tr>
<th>(n)</th>
<th>(s_n)</th>
<th>(d) (mm)</th>
<th>(L_n) (mm)</th>
<th>(L_c) (mm)</th>
<th>(w_n) (mm)</th>
<th>(w_c) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>14.7</td>
<td>13.0</td>
<td>16.4</td>
<td>6.2</td>
<td>9.0</td>
</tr>
<tr>
<td>2</td>
<td>4.0</td>
<td>30.9</td>
<td>9.1</td>
<td>4.3</td>
<td>3.5</td>
<td>9.0</td>
</tr>
<tr>
<td>3</td>
<td>4.0</td>
<td>30.9</td>
<td>9.1</td>
<td>4.3</td>
<td>3.5</td>
<td>9.0</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>15.7</td>
<td>13.3</td>
<td>17.8</td>
<td>6.3</td>
<td>9.0</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>20.3</td>
<td>18.0</td>
<td>20.7</td>
<td>3.2</td>
<td>9.0</td>
</tr>
</tbody>
</table>

**Table 1.** Geometrical parameters of the QR-metadiffuser.
2000 Hz using Eq. (1) for both structures. Excellent agreement is obtained between the polar responses using the TMM. To validate the design a full-wave numerical solution using the finite element method (FEM) and accounting for the thermo-viscous losses is also provided. The FEM numerical solution agrees with the theoretical prediction, although small discrepancies can be observed. They are caused first because the radiation corrections used in the TMM are only approximate, and, second, because the evanescent coupling between near slits in the TMM is not considered while it is implicitly included in the FEM simulations. The near field pressure distributions are shown in Fig. 3(d–f) for the QR-metadiffuser, the QRD and a reference flat surface of the same width, respectively. Excellent agreement is observed between both diffusers, where it is clear how the field is scattered in other directions rather than specular. The presented QR-metadiffuser is 17.1 times thinner than the QRD (34 times smaller than the QRD design wavelength (500 Hz) and 8.5 times smaller than the evaluation wavelength (2000 Hz).

Primitive root metadiffusers. The second numerical sequence presented here is the primitive root sequence, given by $s_n = r^n \mod P$, where $P$ is a prime number and $r$ is the primitive root of $P$. The primitive root sequence have $N = P - 1$ different values. A primitive root diffuser (PRD) is constructed using a set of $N$ wells with depths $L = \lambda_n^2/2N$. The scattered field by these diffusers presents a notch at specular directions at multiples of the design frequency. Figure 4(a,b) show both the phase and magnitude of the spatially-dependent reflection coefficient of a $P = 7$ phase grating PRD of thickness $L = 17.1$ cm with $d = 7$ cm, and for a PR-metadiffuser of $L = 3.5$ cm and $M = 1$ HR with the same lateral dimensions. Excellent agreement is found between both responses. The corresponding geometrical parameters of the PR-metadiffusers are listed in Table 2, while a scaled scheme is drawn in Fig. 4(c). Figure 4(d–f) show the near field corresponding to the PR-metadiffuser, the PRD, and the reference plane surface. The characteristic notch is observed at normal reflection angle, i.e., $\theta = 0$. Note, because the structures are not symmetric, neither is the field. The far-field is presented in Fig. 4(g), where good agreement is found between the theory and the full-wave numerical solutions. Both panels produce the same scattering, but the thickness of the PR-metadiffuser is around 10 times thinner than the PRD (20 times smaller than the design wavelength).

Absorption in QR- and PR-metadiffusers. These metamaterials show high flexibility to tailor their reflection response to a specific spatial function. However, the presented QR- and PR-metadiffusers are tuned to fit the desired phase response only at a single frequency. In order to quantify the frequency dependent performance of a diffusing panel, the normalized diffusion coefficient, $\delta_n$, can be evaluated from the far-field polar responses (see methods section). This parameter measures the uniformity of the scattering pattern, i.e., a high value indicates that there is no privileged reflection direction, zero indicates that the energy is reflected only in one direction. The frequency dependent diffusion coefficient is shown in Fig. 5(a,b) for the QR- and PR- metadiffusers respectively. Although the phase of the reflection coefficient of the metadiffusers does not follow the QRD and PRD...
design for all frequencies, the surface impedance still varies spatially and creates dispersion. Note, the magnitude of the reflection coefficient is strongly spatially dependent. Compared with the corresponding Schroeder’s diffusers, the magnitude of the diffusion coefficient is of the same order at the design frequency. In the case of the QR-metadiffuser a broadband diffusion is observed when compared with the PR-metadiffuser. This broadband diffusion is mainly achieved by the multiple collective modes of the HRs produced by a higher $M$ value.

In all the previous results, thermo-viscous losses were accounted for in the ducts that comprise the metamaterial. The acoustic absorption due to these thermo-viscous losses is shown in Fig. 5(c,d) for the QR- and PR-metadiffusers respectively. It can be observed that for some frequencies, peaks of absorption are generated (blue curves in Fig. 5(c,d)). Moreover, if the absorption of each individual slit is calculated, very sharp peaks of absorption appear at selected frequencies, as those marked by the arrows (grey curves in Fig. 5(c,d)). For the case of the QR-metadiffuser, at $f = 2270$ Hz the reflection coefficient vanishes at the $n = 1$ slit because it is impedance matched with the exterior air and the critical coupling condition fulfils. The complex frequency plane representation of the eigenvalues of the scattering matrix, i.e., the reflection coefficient, is shown in the insets for the slits $n = 5$ and $n = 1$. The different resonances can be identified with zero-pole pairs in the complex frequency plane.

In the case of $n = 5$, the zeros of the eigenvalue of the scattering matrix are close to the real frequency axis and, therefore, it produces a peak of absorption. In the case of $n = 1$ slit, we can observe that the eigenvalues of the scattering matrix present a zero which is exactly located on the real frequency axis. Therefore, at this particular frequency perfect absorption is achieved. It is worth noting here that these structures were first proposed as perfect acoustic absorbers. A similar behaviour is observed for the case of the PRD diffuser at $f = 1510$ Hz, but in this case, imperfect absorption is achieved as also shown in the inset of Fig. 5(d) where the zero of the eigenvalues of the scattering matrix is not exactly on the real frequency axis. Thus, in this case, the critical coupling conditions are not fulfilled.
Hybrid metadiffusers. The induced absorption can be used to obtain diffusion. Perfect absorption is mandatory to design diffusers based on index sequences, ternary or quadriphase33 sequences. The family of ternary sequence diffusers33 are based on numerical sequences composed by 3 possible states, \([-1, 0, 1]\], organized in such a way that the magnitude of its Fourier spectrum is uniform. Schroeder’s diffusers based on these sequences use phase gratings (quarter wavelength resonators) to obtain the inverted phase reflection, \([-1]\) state, flat surfaces for the in-phase reflection, [1] state, and high absorptive materials for the zeros of the sequence, [0] state. This can be achieved by filling a well with porous absorbent such as mineral wool. Even when these devices are constructed with long wells, the main limitation is that the reflection does not vanish at low and medium frequencies, due to the poor impedance matching of the rigidly-backed porous material with the air: the porous material enters in the viscous frequency regime and inside it a diffusion-dominated wave equation is satisfied.

The use of metadiffusers offers the possibility of accurately creating both the inverted phase and the zeros of ternary sequences: the geometry of the system can be tuned to obtain sub-wavelength wells with inverted phase and perfect absorbers (PA)31. In addition, the optimization process is simplified because only 2 different sub-wavelength wells are required with independence of the length of the sequence. A PA-metadiffuser was designed using \(N = 8\) and \(M = 1\). The phase inverted and perfect absorbers have been obtained by tuning the geometry of the metamaterial using optimization methods with the constraint of \(L < 3\) cm, i.e., a panel thickness 23 times smaller than the wavelength at \(f = 500\) Hz. The retrieved parameters are listed in Table 3 and a scaled scheme of the metadiffuser is shown in Fig. 6(c). Figure 6(a,b) show the sequence, \(s_n\), used to design a ternary sequence diffusers and the corresponding phase and magnitude of the reflection coefficient. Small discrepancies can be observed between the ideal and the calculated spatially dependent reflection coefficient, mainly caused by the inherent absorption of the phase-inverting slits. When the metadiffuser becomes deep-subwavelength, the small ducts that compose the metamaterial lead to unavoidable thermoviscous losses, mainly localized at the neck of the HRs. In contrast, the perfect absorbing slits are accurately obtained. Figure 6(d) shows the frequency dependent absorption of each slit and the total absorption produced by the metadiffuser. The eigenvalues of the scattering matrix in the complex frequency plane are shown in the inset for the PA slit. It can be observed that the eigenvalues of the scattering matrix present a zero that is located exactly on the real frequency axis. Under these conditions the material is critically coupled to the exterior medium and at this particular frequency sound is perfectly absorbed. Figure 6(f) shows the far-field pressure distribution of an ideal ternary sequence diffuser, a PA-metadiffuser using TMM and its corresponding FEM simulation accounting for the thermo-viscous losses.

![Figure 5](image_url) (a) Diffusion coefficient of the QR-metadiffuser (blue) optimized at 2000 Hz (marker) and a reference QRD (red). (b) Diffusion coefficient of the PR-metadiffuser (blue) optimized at 2000 Hz (marker) and a reference PRD (red). (c) Corresponding absorption for the QRD case, where the grey line shows the absorption of individual slits \(n = 1\) and \(n = 5\). For these slits, the insets show the complex frequency representation of the reflection coefficient (log|\(R(f, f_i)\)|2), where \(f_r = \text{Re}(f)\) and \(f_i = \text{Im}(f)\). (e) Corresponding absorption for the PRD where the complex frequency representation of the reflection coefficient is shown for the individual slit \(n = 1\) in the inset.

<table>
<thead>
<tr>
<th>(s_n)</th>
<th>(A(\text{mm}))</th>
<th>(l_n(\text{mm}))</th>
<th>(l_c(\text{mm}))</th>
<th>(w_n(\text{mm}))</th>
<th>(w_c(\text{mm}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>-1</td>
<td>8.5</td>
<td>1.8</td>
<td>88.7</td>
<td>8.4</td>
<td>29.0</td>
</tr>
<tr>
<td>0</td>
<td>10.0</td>
<td>69.4</td>
<td>10.2</td>
<td>2.4</td>
<td>29.0</td>
</tr>
</tbody>
</table>

Table 3. Geometrical parameters of the PA-metadiffuser.
deep-subwavelength thickness structure. The frequency dependent diffusion coefficient is shown in Fig. 6(e). Due to the fact that the metamaterial only present PA at the design frequency, the diffusion coefficient presents a high value only in a narrow frequency band. Note the corresponding correlation scattering coefficient 1 is almost one, reaching a value of $\sigma_c = 0.996$, indicating that specular reflection almost vanishes. Using PA other sequences with flat Fourier spectrum can also be mimicked, including binary maximum length sequences 3 or complex Legendre sequences based on the index function 35.

Broadband optimal metadiffusers.

To design a metadiffuser useful for room acoustics, its diffusion must be broad in frequency. Thus, we extended the bandwidth of the optimization procedure, where the cost function to minimize was $e = 1 - \int_{f_{low}}^{f_{high}} \phi_{diff} df$. In particular, we look for deep-subwavelength thickness metadiffusers that present maximum normalized diffusion coefficient in the frequency range from $f_{low}$ = 250 Hz to $f_{high}$ = 2000 Hz. Here, we used a set of $N = 11$ slits separated by $d = 12$ cm, and constrained the thickness of the panel to $L = 3$ cm. The obtained geometrical parameters are listed in Table 4. Here we used square cross-section HRs. Figure 7(a) shows the scheme of the metadiffuser with the retrieved geometry. First, the polar responses at two frequencies, 300 and 2000 Hz are shown in Fig. 7(b,c). The maximization of the diffusion coefficient implies that the polar responses are uniform. In addition, we show the angular dependence of the near field at shorter distances, e.g., at 1 and 5 m. Due to the lateral dimension of the structure is 1.32 m, Eq. (1) is not accurate at distances much shorter than the Rayleigh distance. However, although the near field does not exactly follow the polar distribution given by Eq. (1), the structure scatters the waves uniformly in broad range of angles when compared with a flat plane of

![Figure 6. (a) Phase and (b) magnitude of the spatially dependent reflection coefficient for an ideal ternary sequence diffuser (black) and a PA metadiffuser (blue dots). The ternary sequence used, $s_n$, is shown on top. (c) Scaled scheme of the geometry of the hybrid PA-metadiffuser. (d) Frequency dependent absorption for the total structure (blue curve) and individual slits (black curves). The inset shows the complex frequency plane representation of the reflection coefficient for the perfect absorber slits, $s_n = 0$. (e) Frequency dependent diffusion for the PA-metadiffuser of $L = 3$ cm (blue), a ternary sequence diffuser using phase gratings of $L = 17$ cm (dashed red) and ternary sequence diffuser using phase gratings of $L = 3$ cm (black). (f) Far field polar response at 500 Hz of a ternary sequence with $N = 8$ wells (dashed-grey), the PA-metadiffuser obtained by TMM (continuous black) and FEM (dotted black), and a plane reflector of the same width as the diffusers (red line).](image-url)
same dimensions. See Supplementary material for details about the near field produced by this structure. Figure 7(d–g) show the frequency dependent polar responses in the far field for a reference flat plane with the same width than the metadiffuser, a thick QRD with a design frequency of 250 Hz ($L_{QRD}$ = 56 cm), a thin QRD with the same thickness of the metadiffuser $L_{QRD,\text{thin}}$ = 3 cm, and the optimized metadiffuser, respectively. Here, we calculated the polar responses using 6 repetitions of the panel to clearly observe the diffraction grating lobes. First, the scattering of the thin QRD, Fig. 7(e), is almost the same as a flat plane, Fig. 7(d). It only starts to scatter waves at different angles above 2 kHz. Second, the deep wells that compose the thick QRD, Fig. 7(f), resonate near their quarter-wavelength resonances at lower frequencies and, therefore, the reflection coefficient follows the QR sequence and the panel scatters sound waves into oblique angles. Finally, the optimized metadiffuser, Fig. 7(g), also shows strong grating lobes, but, in addition, at medium and high frequencies energy is spread in other directions, e.g., between 250 and 500 Hz.

The normalized diffusion coefficient shown in Fig. 7(h) quantifies this behaviour. It is observed that over the optimized range the diffusion coefficient of the metadiffuser takes values with a mean value of about $\delta_n = 0.65$, with peaks of $\delta_n = 0.9$. When compared to the thick QRD, its frequency band is extended to one octave below. The corresponding absorption is shown in Fig. 7(f). Here, the wide slits that form the QRD produce almost no losses, while the thermo-viscous losses produced in the narrow ducts that comprise the ultra-flat metamaterial lead to some peaks of absorption at the resonance of the cavities. These losses can be reduced if the thickness of the panel is increased, but here we presented a structure whose thickness is 46 times smaller than the wavelength. It is worth noting here that the size of some of neck of the resonators is almost the same as their cavities, as can be observed in Fig. 7(a). In these cases the resonator acts as a coiled QWR and the losses in these wide ducts are decreased. The resonance frequency of these QWR is higher than the corresponding HRs, contributing to the high frequency diffusion, while, in contrast, the HRs introduce spatial changes on the reflection coefficient at low frequencies. Moreover, the position of the low frequency absorption peaks can be engineered to solve other typical problems in room acoustics, as placing them at the resonant modes of small control rooms to produce a flatter spectral response, or reduce sound coloration in the reverberation. This can be achieved using multi-objective optimization techniques.

**Discussion**

Metadiffusers, a novel design of locally reacting surfaces with tailored acoustic scattering was presented. These new structures are based on metamaterials comprising a slotted panel, with the slits loaded by a set of Helmholtz resonators. The propagation inside the metamaterial presents strong dispersion and the sound speed can be significantly reduced so that each slit effectively behaves as a deep-subwavelength resonator. Thus, by tuning the material geometry, the dispersion of acoustic waves in the slits is modified and the spatially-dependent reflection
coefficient can be tailored to specific functions with uniform magnitude Fourier transform. In these conditions, the grating lobes produced by a periodic arrangement of the panel all have the same energy. The acoustic energy can be scattered in other directions than specular. Different designs were presented based on number theoretical sequences as quadratic residue and primary root sequences (QR and PR-metadiffusers). Moreover, using the concept of critical coupling, sub-wavelength perfect absorbers were introduced to accurately model ternary sequence metadiffusers (PA-metadiffusers). Finally, it was shown that the structures can be optimized to work in a broad frequency range covering 3 octaves. In particular, we presented a diffuser of 3 cm thickness working from 250 to 2000 Hz, demonstrating the potential of the metadiffusers to be used in critical listening environments due to their deep-subwavelength nature: the thickness of the panels was 1/46 to 1/20 times the design wavelength, i.e., between about a twentieth and a tenth of the thickness of traditional designs. In the context of smart building design and sustainability, metadiffusers can be used to save space and to produce lightweight materials, improving the performance of the acoustic solutions using less resources. Moreover, the proposed designs have the potential to meet the aesthetic requirements that are mandatory for modern auditoria design.

While the focus of the study has been sound diffusers for rooms, dispersed, broadband reflections are of interest beyond architectural acoustics. Example of structures creating diffuse reflections are found in nature, for example Cyphochilus and Lepidiota stigma beetles have chitin networks that achieve an exceptionally bright white colour from all observation angles. A second example would be the use of acoustic camouflage by insects to avoid predation by bats. The latest research suggests that insects look for rough surfaces, ones that create dispersion, to reduce the chances of being detected via echolocation. We would anticipate applications for deliberately designed dispersive surfaces: in underwater acoustics; in airborne acoustics and for other wave types (e.g., light, seismic waves). As in nature, applications might involve signalling, reducing interference from unwanted reflections and acoustic camouflage.

**Methods**

**Transfer matrix method.** The system described before has been theoretically modelled by using the transfer matrix method. Under the assumption of plane waves travelling inside the metamaterial, either the scattering matrix or the transmission matrix can be obtained, providing directly the reflection of the metamaterial, as well as its effective parameters.

The transfer matrix is used to relate the sound pressures and normal acoustic particle velocities at the beginning and at the end of each slit. The transfer matrix of the n-th slit, \( T^n \), of length \( L \), extending from \( y = 0 \) to \( y = L \), is written as

\[
\begin{pmatrix}
P^n \\
V^n
\end{pmatrix}_{y=0} = T^n \begin{pmatrix}
P^n \\
V^n
\end{pmatrix}_{y=L}
\]

For an identical set of \( M \) resonators, the transmission matrix \( T^M \) is written as

\[
T^M = \begin{pmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{pmatrix} = M^n_{\text{IR}} M^n_{\text{la}} M^n_{\text{M}}^M.
\]

Here, the transmission matrix for each lattice step in the n-th slit, \( M^n \), is written as

\[
M^n = \begin{pmatrix}
\cos\left(\frac{k^n \pi}{2}\right) & iZ^n_s \sin\left(\frac{k^n \pi}{2}\right) \\
\frac{1}{r} \sin\left(\frac{k^n \pi}{2}\right) & \cos\left(\frac{k^n \pi}{2}\right)
\end{pmatrix}
\]

where the slit characteristic impedance is written as \( Z^n_s = \sqrt{\rho_0 / \rho_s} \) and \( S^n_s = h^n a \). The resonators are introduced as punctual scatters by a transmission matrix \( M^n_{\text{IR}} \) as

\[
M^n_{\text{IR}} = \begin{pmatrix} 1 & 0 \\ 1/Z^n_{\text{IR}} & 1 \end{pmatrix}
\]

and the radiation correction of the n-th slit to the free space as

\[
M^n_{\text{la}} = \begin{pmatrix} 1 & Z^n_{\text{la}} \\ 0 & 1 \end{pmatrix}
\]

with the characteristic radiation impedance of the n-th slit \( Z^n_{\text{la}} = -i \omega \Delta L^n_{\text{la}} / \phi^n_0 S_L \), where \( S_L = da \), \( \rho_s \) the air density and \( \Delta L^n_{\text{la}} \) the proper end correction that will be described later.

Finally, the reflection coefficient of the rigidly backed slit can be directly calculated from the elements of the matrix \( T^n \) as

\[
R^n = \frac{T^n_{21} - Z^n_{\text{la}} T^n_{22}}{T^n_{11} - Z^n_{\text{la}} T^n_{12}}
\]

with \( Z^n_{\text{la}} = \rho_s / \rho_0 S_L \) and finally the absorption as \( \alpha^n = 1 - |R^n|^2 \). The effective parameters of each slit can be obtained from the transfer matrix elements as follows...
In the case of different HRs, the total transfer matrix of the whole system can be obtained by the product of the transfer matrices of each layer of the material. Thus, the total transfer matrix method of the system is given by

\[
T^n = \begin{bmatrix} T_{11}^n & T_{12}^n \\ T_{21}^n & T_{22}^n \end{bmatrix} = M^n_{\text{HR}} \prod_{m=1}^M (M^m_{\text{HR}} M^n_{\text{HR}}),
\]

where the matrix \(M^m_{\text{HR}}\) is calculated for each \(m\) resonator in each \(n\) slit.

**Visco-thermal model.** The visco-thermal losses in the system are considered both in the HRs and in the slits by using its effective complex and frequency dependent parameters. Considering only plane waves propagating inside the metamaterial, the effective parameters of the ducts that form 2D resonators and the slits of width \(2r\) are given by ref. 38:

\[
\rho_{\text{eff}} = \rho_0 \left[ 1 - \frac{\tanh(\gamma G)}{\gamma G} \right]^{-1},
\]

\[
\kappa_{\text{eff}} = \kappa_0 \left[ 1 + (\gamma - 1) \frac{\tanh(\gamma G)}{\gamma G} \right]^{-1},
\]

with \(G_n = \sqrt{k_B T_0 \rho_0 \nu_n}\) and \(G_c = \sqrt{k_B T_0 \rho_0 \nu_c}\), and where \(\gamma\) is the specific heat ratio of air, \(P_{\text{atm}}\) is the atmospheric pressure, \(\nu_0\) is the Prandtl number, \(\rho_0\) the air density and \(\nu_0 = \gamma P_{\text{atm}}\) the air bulk modulus. The effective parameters of the \(n\)-th main slit, \(\rho^n\) and \(\kappa^n\), are obtained by setting \(r = h/2\) in Eqs (8) and (9).

The visco-thermal losses inside the 2-dimensional resonator’s neck and cavity are modelled in the same way by these effective parameters, \(\rho^n_{\text{m,n}}\) and \(\kappa^n_{\text{m,n}}\), respectively, by setting \(r = w^n_{\text{m,n}}/2\) and \(r = w^n_{\text{m,n}}/2\) for the \(m\)-th resonator located at the \(n\)-th slit.

**Resonator impedance and end corrections.** Using the effective parameters for the neck and cavity elements given by Eqs (8) and (9), the impedance of a Helmholtz resonator, including a length correction due to the radiation can be written as ref. 39:

\[
Z_{\text{HR}}^{\text{n,m}} = \left[ 1 - \frac{\tanh(\gamma G_n)}{\gamma G_n} \right]^{-1} W_{\text{n,m}}^{\text{n,m}} + 0.31 \left( \frac{w_{\text{n,m}}^{\text{n,m}}}{w_{\text{n,m}}^{\text{n,m}}} \right)^2 \left( \frac{w_{\text{n,m}}^{\text{n,m}}}{w_{\text{n,m}}^{\text{n,m}}} \right),
\]

where \(\kappa_{\text{n,m}}\) and \(k_{\text{n,m}}\) are the neck and cavity lengths, \(k_{\text{n,m}}^{\text{n,m}}\), and \(k_{\text{n,m}}^{\text{n,m}}\), are the effective wavenumbers for the neck and cavities respectively, and \(\Delta_{\text{n,m}}\) the correction length for the HRs. These correction lengths are deduced from the addition of two correction lengths \(\Delta n_{\text{n,m}} = \Delta_{\text{n,m}}^{\text{1,n}} + \Delta_{\text{n,m}}^{\text{2,n}}\) as

\[
\Delta_{\text{n,m}}^{\text{1,n}} = 0.41 \left[ 1 - 1.33 \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}} + 0.31 \left( \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}} \right)^2 \right] \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}}.
\]

\[
\Delta_{\text{n,m}}^{\text{2,n}} = 0.41 \left[ 1 - 0.233 \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}} - 1.32 \left( \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}} \right)^2 + 1.54 \left( \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}} \right)^3 - 0.86 \left( \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}} \right)^4 \right] \frac{w_{\text{n,m}}^{\text{w,m}}}{w_{\text{n,m}}^{\text{w,m}}}.
\]

The first length correction, \(\Delta_{\text{n,m}}^{\text{1,n}}\), is due to pressure radiation at the discontinuity from the neck duct to the cavity of the Helmholtz resonator, while the second \(\Delta_{\text{n,m}}^{\text{2,n}}\) comes from the radiation at the discontinuity from the neck to the principal waveguide. This correction only depends on the radius of the waveguides, so it becomes important when the duct length is comparable to the radius, i.e., for small neck lengths and for frequencies where \(k_{\text{n,m}}^{\text{n,m}} w_{\text{n,m}}^{\text{n,m}} < L\).

Another important end correction comes from the radiations from the slits to the free air. The radiation correction for a periodic distribution of slits can be expressed as ref. 42:

\[
\Delta_{\text{slit}} = h^2 \sigma = \sum_{n=1}^\infty \frac{\sin^2 (n \sigma n)}{(n \sigma n)^2}.\]

with \(\sigma = h/\lambda\). Note for \(0.1 \leq \sigma \leq 0.7\) this expression reduces to \(\Delta_{\text{slit}} \approx -\sqrt{2} \ln(\pi \sigma^2)/\pi\).

**Diffusion coefficient.** The diffusion coefficient is estimated from a polar response as
\[ \delta_\eta = \left( \int_{-\pi}^{\pi} I_s(\theta) d\theta \right)^2 - \int_{-\pi}^{\pi} I_s(\phi') d\phi' \right) / \int_{-\pi}^{\pi} I_s(\phi') d\phi' \]  

(14)

where \( I_s(\theta) \) is the polar scattering intensity for a wave with incident angle \( \phi \). This coefficient is normalized to that of a plane reflector. \( \delta_\eta \), to eliminate the effect of the finite size of the structure as \( \delta_\eta = (\delta_\eta - \delta_\eta_{\text{ref}})/(1 - \delta_\eta_{\text{ref}}) \).

**Finite element simulations.** In order to validate the results we use a numerical approach based on the Finite Element Method (FEM) using COMSOL Multiphysics 5.2™. The thermo-viscous losses were accounted for using the effective parameters (complex phase speed and complex density) given by Eqs (8 and 9) for each domain. Rigid boundary conditions were considered at the external sides of the panel and viscous losses were neglected here. This is justified because the losses are mainly produced at the narrow slits that conform the metamaterial and the contribution of other sources is minor. Absorbing boundary conditions (a perfectly matched layer) with a thickness of \( \lambda_\text{p} \) were placed at the boundaries of the numerical domain. The unstructured grid was designed ensuring a maximum element size of \( \lambda_\text{p}/20 \). As usual, to obtain the scattering of the panel a background pressure field was set as initial condition in the main domain and the scattered field was computed. By measuring the scattered field over a closed contour the far-field can be obtained.
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A frequency domain method dedicated to the analytic recovery of the four relevant parameters of macroscopically homogeneous rigid frame porous materials, e.g., plastic foams, at the high frequency range of the Johnson–Champoux–Allard model is developed and presented. The reconstructions appeal to experimental data concerning time domain measurements of the ultrasonic fields reflected and transmitted by a plate of the material at normal incidence. The effective density and bulk modulus of the material are first reconstructed from the frequency domain reflection and transmission coefficients. From the latter, the porosity, tortuosity, and thermal and viscous characteristic lengths are recovered. In a sense, the method presented herein is quite similar in the ultrasonic range, but also quite complementary, to the method developed by Panneton and Olny [J. Acoust. Soc. Am. 119, 2027–2040 (2006); 123, 814–824 (2008)] at low frequency, which appeal to experimental data measured in an impedance tube.
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I. INTRODUCTION

A rigid frame porous material is a porous material whose frame is immobile. This assumption is not only conditioned by the saturating fluid usually a light fluid such as air, but also by the frequency of the acoustic solicitation. The frequency band suitable for the rigid frame approximation is bounded at high frequency by the diffusion limit, when the wavelength is of the order of, or smaller than the pore size, and at low frequency by the fluid-solid decoupling frequency below which the skeleton may vibrate. These bounds depend on the material properties, and so on its characteristics.

The equations of motion in a rigid frame porous material, derived from Biot’s theory1–2 and in later publications,3–8 reduce to those of an equivalent fluid, with complex frequency-dependent effective density and bulk modulus. These later publications present semiphenomenological models that describe the viscous and thermal dissipations over specific frequency ranges, assuming known the characteristics of the saturating fluid, i.e., the viscosity η, the saturating pressure P_o, the specific heat ratio γ, and density ρ_o. Concerning the viscous dissipation, the Johnson et al. model4 was made to fit the exact high- and low- (imaginary) frequency limits of the effective density, while the Wilson model was contrived to match the mid frequency range of the latter. Concerning the thermal dissipation, the Champoux–Allard model5 was developed to fit the exact high frequency limits of the effective bulk modulus, while the Wilson model was contrived to match the mid frequency range of the latter. Inspired by the fact that the low frequency development of the Champoux–Allard model is not exact, Lafarge et al.6 proposed an alternative expression of the effective bulk modulus and introduce the static thermal permeability. However, this parameter seems to be difficult to determine, even at low frequency.6,9,10

Herein, the Johnson–Champoux–Allard model1,4(JCAM) is considered, because high frequency measurements are performed. The parameters involved in this model are the porosity φ, which is the ratio of the fluid volume to the total sample volume; the tortuosity α, which describes the change in magnitude and direction of the fluid microvelocity due to curliness of the pores; the characteristic viscous and thermal lengths λ and Λ, which relate to the geometry of the pores through the viscous and thermal losses; and the flow resistivity σ, which is the ratio of the fluid viscosity η to the fluid permeability κ. The inverse problem consists in recovering some or all of these five parameters from measurements of the scattered fields, i.e., the reflected and transmitted fields in the case of a rigid frame porous plate.

Subsequent to the experimental apparatus of Beranek,11 to determine the porosity (porosimeter), or the flowmeter of Brown and Bolt,12 to determine the flow resistivity, several methods have been developed to characterize macroscopi-
cally homogeneous porous samples, or layered porous samples. From ultrasonic measurements, methods developed either in the frequency or in the time domain allow the determination of the porosity, the tortuosity, and tortuosity simultaneously, the viscous and thermal characteristic lengths (using the Q̇δ method), or the porosity, tortuosity, and viscous characteristic length (the thermal characteristic length being set to three times the viscous one) simultaneously. Specific methods have been developed for the characterization of highly absorbent porous materials, based on the variation of the static pressure of the saturating fluid, mainly for the determination of the viscous characteristic length and the tortuosity. Recently, the simultaneous reconstruction of the three profiles of porosity, tortuosity, and viscous characteristic length of a macroscopically inhomogeneous rigid frame porous plate from simulated reflection coefficients for various angles of incidence was carried out through an optimization process.

A characteristic of these many studies and methods, particularly in the frequency domain, is the difference in sensitivity of each parameter on the physical quantities. For example, both the density and bulk modulus do not depend on σ in the asymptotic high frequency range. Moreover, most of the methods for the simultaneous reconstruction of the parameters appeal to minimization techniques. On the other hand, analytic methods were developed appealing to measurements in an impedance tube. The idea is first to reconstruct the equivalent density and bulk modulus for various frequencies from the measurement of the impedance and the acoustic index of refraction and then to recover the parameters involved in several dissipation models mainly through analytic inversion, but also after extrapolation if needed. This leads to four equations at each frequency formed by the real and imaginary parts of the effective density and bulk modulus. Concerning the JCAM, these methods enable the recovery of the tortuosity, viscous and thermal characteristic lengths, and flow resistivity assuming the porosity to be known. This assumption seems to be due to the necessary use of the complex form of the complete JCAM, which involves five parameters, for the correct modeling of the phenomena in the frequency range considered therein. For the number of to-be-reconstructed parameters to be lower than or equal to the number of equations, a simplified model should be used, for example, the asymptotic high frequency one. In this ultrasonic frequency range, only four parameters are relevant. Complete analytical recovery of the latter is also enabled from the knowledge of the complex density and bulk modulus. The low frequency bound of this asymptotic regime is not clear and depends on the material, but it can be assumed that for frequencies higher than 100 kHz, this regime is reached for most of the porous foams. The high frequency bound is the diffusion limit, which is related to some of the parameters to be reconstructed, particularly the characteristic length.

The aim of this article is to present a simple, efficient, and analytic frequency domain method for the simultaneous recovery of the four parameters appealing to the high frequency approximation of the JCAM, i.e., φ, σ, Λ, and Λ′, for a macroscopically homogeneous rigid frame porous plate saturated by air, i.e., ρ = 1.839 × 10⁻⁵ m² s⁻¹, P₀ = 1.013 25 × 10⁵ Pa, ρ₂ = 1.213 kg m⁻³, and γ = 1.4, by means of ultrasonic measurements at normal incidence. This method can be considered as complementary to those proposed in Refs. 9 and 10 for a complete analytical characterization of macroscopically homogeneous porous materials.

II. ANALYTICAL CHARACTERIZATION OF A MACROSCOPICALLY HOMOGENEOUS RIGID FRAME POROUS PLATE

In what follows, the pressure p(x, t) is related to its Fourier transform P(ω) through

\[ p(x, t) = \int_{-\infty}^{\infty} P(\omega) e^{i\omega t} d\omega. \]  

A. Basic theoretical retrieval equations

When solicited by a normally incident plane wave, the reflection R(ω) and transmission T(ω) coefficients of a homogeneous plate of thickness L are given by

\[ R = \frac{R(1 - e^{i\delta(1)})}{1 - R^2 e^{i\delta(0)}}, \]

\[ T = \frac{(1 - R^2)e^{i\delta(1)}e^{i\delta(0)}L}{1 - R^2 e^{i\delta(0)}}, \]

wherein \( R = (Z^{(1)} - Z^{(0)})/(Z^{(1)} + Z^{(0)}) \) is the reflection coefficient at the interface between two semi-infinite media \( M^{(1)} \) and \( M^{(0)} \), with \( Z^{(1)} = \rho^{(1)}c^{(1)} = \sqrt{K^{(1)}\rho^{(1)}} \) the impedance of \( M^{(1)} \), and \( \rho^{(1)}, c^{(1)}, \) and \( K^{(1)} \) the density, sound speed, and bulk modulus, respectively. Let us now introduce \( S_{11}(\omega) \) and \( S_{21}(\omega) \), the coefficients of the scattering matrix S, related to \( R \) and \( T \) through

\[ S_{11} = R = \frac{R(1 - e^{i\delta(1)})}{1 - R^2 e^{i\delta(0)}}, \]

\[ S_{21} = T = \frac{(1 - R^2)e^{i\delta(1)}e^{i\delta(0)}L}{1 - R^2 e^{i\delta(0)}}, \]

wherein \( \delta(\omega) = k^{(1)}d^{(0)}e^{i\delta(0)} = \sqrt{K^{(1)}\rho^{(1)}}, \) is the acoustic index of refraction, i.e., the ratio between the wave-numbers of media \( M^{(1)} \) and \( M^{(0)} \). The acoustic index of refraction, and the impedance ratio \( Z(\omega) = Z^{(1)}/Z^{(0)} = \sqrt{K^{(1)}\rho^{(1)}/K^{(0)}\rho^{(0)}} \) can be obtained analytically by inverting Eq. (3), yielding

\[ z = \pm \sqrt{(1 + S_{11})^2 - S_{21}^2}, \]

\[ \xi = -i k^{(0)}/[ln(X \pm i(1 - X^2))] + 2m\pi/(k^{(0)}L), \]

wherein \( X = (1 - S_{11}^2 + S_{21}^2)/2S_{21} \) and \( m \) is an integer.

For a rigid frame porous plate, the signs in Eqs. (4a) and (4b) can be determined by the requirements \( Re(\xi) \geq 0 \) and
Im(\(z\)) \geq 0 \text{ for Eq. (4a)}, \text{ and } \text{Im}(\zeta) \geq 0 \text{ for Eq. (4b)}. \text{ Both requirements result from the outgoing wave condition together with the Fourier transform convention. In fact, } z \text{ and } \zeta \text{ are related and their relationship can be used to determine the sign in Eqs. (4a) and (4b) as reported in Ref. 24. Effectively, a small perturbation of } S_{11} \text{ and } S_{12} \text{ easily produced in experimental measurements may change the sign of } \text{Re}(z) \text{ and } \text{Im}(\zeta), \text{ making it impossible to satisfy the previous requirements, as discussed in Ref. 27. The derived method is particularly adapted when } \text{Re}(z) \text{ and } \text{Im}(\zeta) \text{ are close to zero and is also of impractical interest for rigid frame porous materials because } \text{Re}(z) \text{ is always greater than unity. Nevertheless, once the value of } z \text{ is obtained, } \zeta \text{ can be determined without sign ambiguity through}

\[
\zeta = \frac{-i}{k^0L} \ln \left( \frac{1}{1 - \frac{S_{11}(z + 1)}{S_{11}(z + 1)}} \right) + \frac{2m\pi}{k^0L}. \tag{5}
\]

The integer \(m\) related to the branch index of \(\text{Re}(\zeta)\) can be determined by the requirement \(\text{Re}(\zeta) \equiv \alpha_e\) [because \(\text{Re}(c^{(0)}(\omega)) = c^0(\omega) / \alpha_e\)]. Its determination is not straightforward, because the requirement depends on one of the parameters to reconstruct.

The condition \(\text{Re}(\zeta) \geq 1\) should normally be sufficient for its correct determination, but problems occur for large \(\alpha_e\) and/or for high frequency solicitation because of large \(k^0L\). This usually leads authors to use small thickness sample. This problem can be solved by use of an iterative scheme.

The latter is initialized with \(m\) as determined through the condition \(\text{Re}(\zeta) \geq 1\) and consists in adding 1 to the previously calculated \(m\) as long as the slope of \(\text{Re}(\zeta(\omega))\) is not negative. This condition is a mathematical translation of the fact that the phase velocity \(c^{(1)}(\omega)\) associated with a rigid frame porous material is an increasing function of the frequency toward its high frequency limit \(c^{(0)} / \alpha_e\); i.e., \(\text{Re}(\zeta) = \text{Re}(c^{(0)} / c^{(1)}(\omega))\) is a decreasing function of \(\omega\). The latter iterative scheme is chosen because the condition \(\text{Re}(\zeta) \geq 1\) can lead to an underestimated \(m\) for large \(k^0L\) and so an overestimated \(\zeta\). The reconstructed value of \(\alpha_e\) is then underestimated and can reach a nonphysical value less than unity. An iterative scheme based on the reconstructed value of \(\alpha_e\) is also of impractical interest.

Another condition for the correct determination of the integer \(m\) is connected to the fact that both effective density and bulk modulus should be continuous functions of frequency. This problem was not encountered during the experiments presented here, but is also related to large values of \(k^0L\). The reader can also refer to Ref. 24, keeping in mind that the high frequency limit clearly defines the initialization of the continuity condition that must be applied.

\[\bar{p} = \frac{p^{(1)}}{\rho_m} = \frac{\alpha_e}{\phi} \left( 1 + \frac{2}{\Lambda} \sqrt{\frac{i\eta}{\omega\rho_f}} \right),\]

\[\bar{K} = \frac{K^{(1)}}{K_m} = \frac{1}{\phi} \left( 1 + \frac{2(1 - \gamma)}{\Lambda} \sqrt{\frac{i\eta}{\omega\Pr\rho_f}} \right),\]

wherein \(\Pr = 0.71\) is the Prandtl number.

Noting that \(\bar{K}(\omega) = z / \zeta\) and \(\bar{p}(\omega) = \zeta z\), several reconstruction algorithms can be developed for the recovery of the four parameters appealing to the high frequency approximation of the JCAM. The algorithm that was found to give the most accurate results is based on a phase and amplitude analysis of both the equivalent density and bulk modulus. At each frequency, a value \(\tilde{x}(\omega)\) of the parameter \(x\) is recovered analytically, \(x = \phi, \alpha_e, \Lambda, \text{ or } \Lambda'\). The final value of \(x\) is taken to be the average value of \(\tilde{x}(\omega)\) over \([\omega_1, \omega_2]\); i.e., \(x = \text{mean}[\tilde{x}(\omega)]\).

The latter operation regularizes the inverse problem.

From \(\text{Im}(\widetilde{K}) / \text{Re}(\widetilde{K})\) and \(\text{Im}(\widetilde{p}) / \text{Re}(\widetilde{p})\), which are both independent of \(\alpha_e\) and \(\phi\), the two characteristic lengths are first recovered from

\[\bar{\Lambda} = \sqrt{\frac{2\eta}{\omega\rho_f} \frac{\text{Re}(\widetilde{p}) - \text{Im}(\widetilde{p})}{\text{Im}(\widetilde{p})}},\]

\[\bar{\Lambda}' = (1 - \gamma) \sqrt{\frac{2\eta}{\omega\Pr\rho_f} \frac{\text{Re}(\widetilde{K}) - \text{Im}(\widetilde{K})}{\text{Im}(\widetilde{K})}}.\]

Then, \(\phi\) is recovered from \(\|\bar{K}\|\) via

\[\tilde{\phi} = \frac{1}{\|\bar{K}\|} \sqrt{\frac{2(1 - \gamma)}{\Lambda'} \sqrt{\frac{2\eta}{\omega\Pr\rho_f} + \frac{4(1 - \gamma)^2\eta}{\Lambda'^2\omega\Pr\rho_f} + \frac{4\eta}{\Lambda'^2\omega\Pr\rho_f}}},\]

and finally \(\alpha_e\) is recovered from \(\|\tilde{p}\|\) by means of

\[\tilde{\alpha}_e = \phi \|\tilde{p}\| \left( 1 + \frac{2}{\Lambda} \sqrt{\frac{2\eta}{\omega\rho_f} + \frac{4\eta}{\Lambda'^2\omega\rho_f}} \right)^{-1/2}.\]

### III. EXAMPLE OF A RECONSTRUCTION FROM EXPERIMENTAL DATA

The method has been applied to efficiently characterize several homogeneous rigid frame porous samples (polyurethane foam, melamine foam, etc.) with low and medium flow resistivities.

In what follows, a \(L = 27.5\) mm thick medium resistivity rigid frame porous material sample is considered. This material has already been characterized at various frequencies (100 and 200 kHz) in the ultrasonic range by some of the authors of the present paper,\(^\text{18}\) wherein a smaller sample of 7 mm thick was employed. Its characteristic parameters were also previously determined by use of different methods\(^\text{15,16}\) and are recalled in Table 1. Its flow resistivity is \(\sigma = 38,000\) Nm\(^{-1}\)s\(^{0.5}\) (measured with a flowmeter).

#### A. Experimental setup and procedure

The experimental setup is shown in Fig. 1. Two air-coupled piezoelectric Ultran NCG100-D25 transducers de-
noted Ta and Tb, whose central frequencies are 100 kHz, are placed at $x_a$ and $x_b$. The airborne wave is generated by Ta and detected by Ta in the pulse-echo mode in the reflection experiments or by Tb in the transmission experiments. All recorded signals are averaged over 512 waveforms.

The method is very sensitive to small variations of the sample alignment during the recording of both fields, its first interface being placed at the origin of the Cartesian reference frame. The proce that involves the second interface of the sample is placed in the upper left corner of the oscilloscope; i.e., the first interface of the sample is placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope. The procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The Fourier transforms of $p'(x_a, t)$ and $p'(x_b, t)$ are related to $\mathcal{R}$ and $\mathcal{T}$ through

$$P'(x_a) = RA(e^{-i\omega x_a}) = TP'(x_a),$$

wherein $A'(\omega)$ is the spectrum of the incident field, $P'(x_a)$ is the incident field as recorded with $T_b$, in absence of the sample, and $P'(x_a)$ corresponds to time delay of the reflected field between the first interface of the sample and the location of $T_a$. The latter method, abusively called here "incident field," can be recorded in time domain with $T_a$ in pulse-echo mode when a perfectly reflecting plate is placed such that its first interface is located at the origin. Any time delay between $p'(x_a, t)$ and $p'(x_b, t)$ is expected if the first interface of the sample and the perfectly reflecting plate are located at the same position. Nevertheless, to avoid confusion with $p'(x_a, t)$, it is translated in time in such a way that its maximum of amplitude occurs at the same time as the one of $p'(x_a, t)$. The frequency domain reflection and transmission coefficients are then evaluated by means of $\mathcal{R}$ and $\mathcal{T}$.

The method is very sensitive to small variations of the sample alignment during the recording of both fields, its first interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the first interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.

The main difficulty with ultrasonic measurements is the evaluation of the time domain response of the reflected $p'(x_a, t)$ and the transmitted $p'(x_b, t)$ fields. The sample remains in place for the measurement of both of these fields, its second interface being placed at the origin of the Cartesian coordinate system such that $p'(x_a, t)$ and $p'(x_b, t)$ can be recorded over the same time window of the oscilloscope; i.e., the second interface of the sample is placed approximately at equal distance from the two transducers; i.e., $x_a = x_b$. This procedure avoids problems caused by temporal shift between the windows used to measure reflected or transmitted waves with and without the sample, which is a source of error as discussed in Ref. 28 for the reconstruction of $\xi$ and $\eta$.
using Ta in pulse-echo mode. The infinitely rigid plate is then replaced with the sample, carefully placed at the origin, and \( p'(x_a,t) \) is recorded in the pulse-echo mode using Ta while \( p'(x_b,t) \) is recorded employing Tb.

**B. Numerical reconstruction from experimental data**

Once \( m \) is correctly determined, the following parameters are recovered from \( \tilde{\phi}(\nu), \tilde{\alpha}_\infty(\nu), \tilde{\Lambda}(\nu), \) and \( \tilde{\Lambda}'(\nu), \)

![Graphs showing numerical reconstruction](image)

**FIG. 2.** (a) \( p'(x_a,t) \) (dotted curve) and \( p'(x_a,t) \) (solid curve) as recorded on the oscilloscope and (b) \( \tilde{p}'(x_a,t) \) as used for the inversion.

![Graphs showing numerical reconstruction](image)

**FIG. 3.** (a) \( \tilde{\phi}(\nu) \) (solid curve) and its average value \( \bar{\phi} \) (dashed line), (b) \( \tilde{\alpha}_\infty(\nu) \) and its average value \( \bar{\alpha}_\infty(\nu) \), (c) \( \tilde{\Lambda}(\nu) \) (solid curve) and its average value \( \bar{\Lambda} \) (dashed line), and (d) \( \tilde{\Lambda}'(\nu) \) (solid curve) and its average value \( \bar{\Lambda}'(\nu) \) (dashed line). The frequency range corresponds to the intersection of the two −3 dB bandwidths as calculated for \( P'(x_a,\nu) \) and \( P'(x_b,\nu) \).
which are plotted in Fig. 3: $\phi=0.752$, $a_1=1.246$, $\Lambda=55.4$ $\mu$m, and $\Lambda'=178.4$ $\mu$m. These parameters agree with those found in Ref. 18 via a time domain method and other ultrasonic methods15,16 (see Table I). The unbiased estimators of the standard deviation, as calculated for the vector $x$ as $s(x) = \sqrt{1/(n-1)\sum_{i=1}^{n}(x_i - \text{mean}(x))^2}$, are $s(\phi)=2 \times 10^{-3}$, $s(a_1)=3.3 \times 10^{-3}$, $s(\Lambda)=4.25$ $\mu$m, and $s(\Lambda')=42.3$ $\mu$m. The latter estimator for $\Lambda'$ seems large at first glance, but the constraint $\Lambda'=3\Lambda$ used in Ref. 18 leads to a value $\Lambda'=150 \pm 30$ $\mu$m, whose error is also of the same order as $s(\Lambda')$. The latter constraint, i.e., $\Lambda'=3\Lambda$, is debatable because the value of $\Lambda'$ is usually between $2\Lambda$ and $3\Lambda$ for most of the porous foams.22

A specific feature of the reconstruction of the parameters appealing to the high frequency approximation of the JCAM is the fact that for given $S_{11}$ and $S_{21}$, the reconstruction of $\phi$ through Eq. (8) is, as expected, rather insensitive to a variation of $\Lambda'$, Fig. 4. Likewise, the influence of $s(\Lambda')$ is not significant on the reconstruction of the other parameters. The reconstruction of $a_1$ is strongly sensitive on $\Lambda$, Fig. 4.

The reconstructed normalized density and bulk modulus, as calculated by introducing the reconstructed parameters in Eq. (6), over the frequency range used for the reconstruction are in good agreement with the measured ones, Fig. 5. It is clear that the developed analytic method for the recovery of the characteristic parameters realizes some kind of least squares fitting of both density and bulk modulus. This fit is much more efficient than a direct fitting of the curve. For example, use of an algorithm based on a basic fit of $\text{Im}(\rho_1/\rho_0)$, which is theoretically equal to $1/\Lambda \sqrt{2 \eta/\omega \rho_0}$, leads to a negative value of $\Lambda$ because the experimental slope is clearly positive. Use of such an algorithm would require reconstructions over a larger frequency range.

The time domain reconstructed reflected and transmitted fields, as calculated from the reconstructed parameters introduced in Eqs. (6) and (2) via inverse Fourier transform of Eq. (10), $P^i(x_i)$ and $P(x_i)$ being the measured incident signals, agree quite well with the experimentally recorded fields, Fig. 6. The Bravais–Pearson linear correlation coefficients between the latter fields are 0.9811 in reflection and 0.9819 in transmission.

The method was applied to characterize various samples with other piezoelectric Ultran transducers, whose central frequency is 200 kHz. Table II presents the values of the parameters as recovered with the present method and as recovered with other ultrasonic methods.15-17 The flow

FIG. 4. Absolute value of the relative error of the recovered parameter $\phi$ as a function of $\Lambda$ (a) and $a_1$ as a function of $\Lambda$ (b), over the frequency bandwidth used for the reconstruction.

FIG. 5. Comparison between experimental (o) and reconstructed (---) real and imaginary parts of (a) the normalized density $\bar{\rho}$ and (b) the bulk modulus $\bar{K}$.
resistivity of the polyurethane foam is low, i.e., \( \sigma = 2830 \text{ N m}^{-1} \text{s}^{-4} \), while the one of the melamine is \( \sigma = 12000 \text{ N m}^{-1} \text{s}^{-4} \).

C. Discussion

The method is sensitive to the approximation of the continuous Fourier transform by a discrete one and to the temporal shift, especially for the evaluation of \( S_{11} \), as was pointed out in Ref. 28. Nevertheless, assuming that the Fourier transformed is correctly performed, and that the proposed process does not lead to temporal shift, other sources of error arise.

From
\[
\frac{\partial \xi}{\partial S_{21}} = - \frac{8S_{21}S_{11}}{((1-S_{11})^2 - S_{21}^2)^2},
\]
\[
\frac{\partial \xi}{\partial S_{11}} = - \frac{4(1-S_{21}^2 - S_{11}^2)}{((1-S_{11})^2 - S_{21}^2)^2},
\]

it is obvious that a weak transmission, i.e., large flow resistivity materials, has little influence on the retrieval of \( \xi \). For the low and medium flow resistivity foams tested, \( S_{11} \) is close to zero. The reconstruction is also highly sensitive when \( S_{21} \) is close to one, which is in contradiction with the use of thin layer sample, for which reconstruction is much more efficient. On the other hand, from
\[
\frac{\partial \xi}{\partial \Lambda} = - \frac{1}{ik^0L} \frac{\sigma - 1}{1 - S_{11}(\sigma - 1)},
\]
\[
\frac{\partial \xi}{\partial \Lambda'} = - \frac{1}{S_{21}k^0L'},
\]

it is obvious that \( \xi \), for \( S_{11} \) close to zero, is rather insensitive to \( S_{21} \), while it is very sensitive to \( S_{21} \) when the latter is close to zero. This also imposes conditions not only on the absorption of the sample to characterize, but also on its thickness: both should be small. This method seems particularly adapted to low and medium resistive materials, but less to highly resistive ones, for which \( S_{21} \) vanishes.

On the other hand, it is obvious from Eq. (7) that \( \Lambda \) and \( \Lambda' \) are, respectively, highly sensitive to \( \text{Im}(\tilde{\rho}) \) and \( \text{Im}(\tilde{K}) \), when the latter is small. Particularly, the reconstructed characteristic lengths are singular when the imaginary part of the density or of the bulk modulus vanishes. Both of these quantities are close to zero in the asymptotic high frequency regime of the JCAM. The regularization process partly avoids such problems, but decreasing the frequency of the solicitation is the best way to increase the value of both imaginary parts. From Eqs. (8) and (9), it is clear that reconstructed porosity is highly sensitive to \( \|\tilde{K}\| \) when the latter is small, while the reconstructed tortuosity is less sensitive to variation of \( \|\tilde{\rho}\| \).

One of the biggest limitations of the present method is closely linked to experiments, and particularly to the SNR for the evaluation of the reflection coefficient. The flow resistivity of the sample should not be very small. Effectively, very low resistivity foams exhibit quasi-null reflected fields. Their characterization by the present method is also impossible. A similar remark arises for highly resistive porous material, such as rock wool, which exhibits quasi-null transmitted fields.

![Graph showing experimental and simulated signals](image)

**FIG. 6.** Comparison between experimental (—) and simulated (– – –) signals, with recovered \( \phi = 0.752 \), \( \alpha = 1.246 \), \( \Lambda = 55.4 \text{ \mu m} \), and \( \Lambda' = 178.4 \text{ \mu m} \): (a) reflected signal and (b) transmitted signal.

### Table II. Properties of other homogeneous materials as recovered with Refs. 15–17 and as recovered by our analytic method.

<table>
<thead>
<tr>
<th>Material</th>
<th>( L ) (mm)</th>
<th>( \phi )</th>
<th>( \alpha ) (\mu m)</th>
<th>( \Lambda ) (\mu m)</th>
<th>( \Lambda' ) (\mu m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melamine foam</td>
<td>10</td>
<td>0.99</td>
<td>1.001</td>
<td>150</td>
<td>250</td>
</tr>
<tr>
<td>Present method</td>
<td>0.99</td>
<td>1.011</td>
<td>159.2</td>
<td>259.2</td>
<td></td>
</tr>
<tr>
<td>Polyurethane foam</td>
<td>27</td>
<td>0.97</td>
<td>1.07</td>
<td>270</td>
<td>670</td>
</tr>
<tr>
<td>Present method</td>
<td>0.975</td>
<td>1.057</td>
<td>319.4</td>
<td>621</td>
<td></td>
</tr>
</tbody>
</table>
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Another limitation is strongly linked to ultrasonic measurements, for which $k_{0L}$ is high. This induces possible difficulties in the evaluation of the correct branch of $\text{Re}(\chi)$. The frequency band used to perform the inversion, chosen to be the intersection of the $\sim 3$ dB bandwidth of both Fourier transform of the recorded fields by $T_a$ and $T_b$ without sample, is thin. Use of larger band transducers should help in the regularization of the inverse problem and in its resolution. In this case, particular care should be paid to the frequency range used for the reconstruction, in a sense the model should be valid. Check of the constancy and to some extent to the continuity of the recovered parameters over the frequency range, as proposed in Refs. 9 and 10, should avoid this possible problem.

One of the main advantages of the present method is that the reconstructed parameters are not constrained, as it is usually the case when minimization techniques are applied. On the other hand, this is also a disadvantage because nonphysical values, such as negative characteristic lengths, porosity larger than 1, or tortuosity smaller than 1, can be reconstructed if experiments are not performed with sufficient care. Moreover, among all the experiments performed, it was found that whatever the reconstructed parameters are, even nonphysical ones, the reconstructed time domain signals are always in agreement with the experimental ones. An a priori correct ratio between the reconstructed $\Lambda'$ and $\Lambda$ seems to be indicative of the quality of the experiments, and leads to the accurate reconstructions of the other parameters. This a priori is connected to the type of material tested. For most of the industrial foams, a ratio $\Lambda'/\Lambda$ that lies between 2 and 3 seems to be a good indicator of the reconstruction. For other industrial porous materials, other ratios can be used, for example, a ratio close to 2 for fibrous materials.

It is then important to check the consistency of the recovered parameters with regard to the frequency of solicitation in order to validate the use of the asymptotic high frequency JCAM. This can be simply achieved at high frequency (diffusion limit) by checking if the wavelength of the central frequency of the incident field is larger than the thermal characteristic length. Effectively, the latter characteristic length represents a measure of the average pore size (although the "pore" is not always straightforwardly defined) while the viscous characteristic length corresponds to the average size of the "constrictions" in the porous medium, i.e., the average distance between pore walls in the narrower areas of the pore volume. For example, the ratio of the wavelength in air at 100 kHz over the recovered value of $\Lambda'$ for the first medium resistivity porous sample studied in this article is around 19. As stated in the Introduction, the low frequency bound of the asymptotic high frequency JCAM being not clear, it is then quite difficult to validate the use of the dissipation model with regard to the latter, particularly because the flow resistivity is not recovered through our method and despite the fact that a frequency higher than 100 kHz usually ensures this validation. Nevertheless, this problem can be partly solved by performing ultrasonic experiments for various central frequencies of the transducers, for example, at 100 and 200 kHz, keeping in mind that the dissipation model should be valid, that additional problems related to large $k_{0L}$ could occur, and that a correct SNR is required. If the reconstructed parameters are quite similar, the constancy of the dissipation model and so of the reconstructed parameters is achieved. This operation is similar to use of larger band transducers, in the sense it would help the regularization of the problem, when the dissipation model is valid.

IV. CONCLUSION

A frequency domain method has been developed, which allows the analytic reconstruction of the four parameters appealing to the high frequency approximation of the JCAM (porosity, tortuosity, and thermal and viscous characteristic lengths) for macroscopically homogeneous rigid frame porous materials. The reconstruction is achieved by first retrieving the complex and frequency-dependent acoustic index of refraction and impedance ratio, from which the four latter parameters are reconstructed. The method and algorithm were tested on relatively low and medium flow resistivity porous samples, which mainly cover the range of resistivity values of plastic foams, and its accuracy has been demonstrated in the ultrasonic domain on three materials. The experiments must be very precise even if the reconstructed time traces are very close to the experimental ones. This is to avoid reconstructed parameters that are meaningless. This situation is often avoided when minimization techniques are used to solve inverse problems. It was found empirically that when the ratio of the recovered thermal and viscous characteristic lengths lies between 2 and 3, as it is the case for most industrial foams, the experiments are performed with sufficient efficiency and the recovered parameters turn out to be accurate.

For the reconstruction to be performed, time domain reflected and transmitted signals should be recorded with a high SNR. Some methods have been employed here to increase the SNR, especially for the reflected field, but it also imposes some constraints on the materials that can be tested with the present method. The flow resistivity should not be very small for the record of the reflected field, while it should not be very large for the record of the transmitted field.

This algorithm being based on analytic developments, further investigations should lead to the development of a more complex algorithm for the complete analytic characterization of homogeneous foam samples, i.e., the recovery of additional parameters such as the flow resistivity from additional lower frequency measurements or parameters of other models relevant for mid frequency range, for example. This method can be viewed as a complementary to the low frequency method developed in Refs. 9 and 10 in the sense that it allows the recovery of the porosity, which should be known in Refs. 9 and 10. The other recovered parameters in the two frequency ranges may then be compared.
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We present a method for the recovery of complex wavenumber information via spatial Laplace transforms of spatiotemporal wave propagation measurements. The method aids in the analysis of acoustic attenuation phenomena and is applied in three different scenarios: (i) Lamb-like modes in air-saturated porous materials in the low kHz regime, where the method enables the recovery of viscoelastic parameters; (ii) Lamb modes in a Duralumin plate in the MHz regime, where the method demonstrates the effect of leakage on the splitting of the forward S1 and backward S2 modes around the Zero-Group Velocity point; and (iii) surface acoustic waves in a two-dimensional microscale granular crystal adhered to a substrate near 100 MHz, where the method reveals the complex wavenumbers for an out-of-plane translational-rotational resonances. This method provides physical insight into each system and serves as a unique tool for analyzing spatio-temporal measurements of propagating waves. Published by AIP Publishing.

[http://dx.doi.org/10.1063/1.4963827]

I. INTRODUCTION

Understanding the dispersive and dissipative properties of materials is critical to the study of wave phenomena. Extracting complex wavenumber information is important, particularly in the context of understanding wave attenuation. In addition to dispersive effects, such as the existence of band gaps, wave attenuation can be caused by factors such as geometric attenuation or intrinsic material loss (e.g., heat dissipation). In any of these cases, the wave attenuation can be interpreted in terms of complex wavenumbers. The recovery of complex wavenumbers is of particular interest for the characterization of the viscoelastic properties of materials, in systems such as thin-films,1 2 or coated plates,3 the study of mode interactions, i.e., hybridization or repulsion,4 6 or the recovery of complex band structures arising from structural periodicity or resonant elements.4 7 8 The dispersion of waves propagating through materials is typically interpreted in the context of frequency and wavenumber domain information and obtained from discrete spatiotemporal data via discrete Fourier transforms and related methods.9 12 However, such techniques typically only supply real wavenumber information (or their magnitudes) from two-dimensional, discrete, spatiotemporal wave propagation information, such as may be obtained from scanned receiver measurements. Several methods have been proposed to characterize wave attenuation and extract complex wavenumber information;15 22 however, each has restrictions, as: (i) they are usually based on measurements of wave amplitude decrease with respect to time,15 18 (ii) they are iterative methods applied in space, like the modified Prony method,19 (iii) the number of modes has to be known in advance or a unique mode has to be isolated,15 17 20 21 23 (iv) the modes contributing significantly to the signal are presumed to not interact or overlap with one another, or (v) they must include a third dimension of information, such as would be the case in an experiment with a scanned emitter and a receiver.21 22

In this work, a method presenting none of these restrictions is proposed and applied to the analysis of complex attenuation phenomena in the scanned spatiotemporal measurements of three acoustic systems. After presenting the implementation of the method making use of a spatial Laplace transform in Sec. II, we discuss its application in the following three diverse scenarios. In Sec. III, the method is applied to the study of low frequency (200 Hz–4095 Hz) guided elastic waves in porous materials, which are highly dissipative systems such that the wavenumbers associated with each mode are complex. The method is utilized to characterize skeleton (matrix) viscoelastic parameters. In Sec. IV, the method is applied to the analysis of Zero-Group Velocity (ZGV) Lamb modes at MHz frequencies (1.85 MHz–2 MHz) in a Duralumin plate. The ZGV modes are composed of two interfering counter-propagating Lamb modes, and the method reveals mode separation due to leakage and their associated complex wavenumbers, along with motivating the need for more complex multilayer models. Finally, in Sec. V, the method is applied to characterize the resonant attenuation of high frequency (10 MHz–400 MHz) surface acoustic waves (SAWs) propagating through a two-dimensional (2D) microscale granular crystal adhered to a substrate with three contact-based resonances. While
hybridization due to the out-of-plane mode can be seen using a usual spatial Fourier transform, the two combined rotational and in-plane translational resonances are only noticeable by studying the attenuation of the modes, which is further highlighted by this method.

II. THE RECOVERY OF COMPLEX WAVE NUMBERS: THE SLaTCoW METHOD

The acronym of the proposed method is SLaTCoW for Spatial Laplace Transform for COMplex Wave number recovery. In what follows, we focus on the extraction of complex wavenumber information from guided elastic wave measurements. However, we note that the SLaTCoW method is sufficiently general that it may be applied to wave fields of any type. Assume that a wave field $\tilde{z}$ has been recorded discretely along a line of length $L$ and has a time dependence of $e^{-\omega t}$, where $\omega = 2\pi f$ is the angular frequency. This field (after neglecting the branch integrals arising from the application of the residue theorem) can be written in the frequency domain as the sum of the contributions of each of the modes ($\omega$ is dropped for clarity)

$$\tilde{z}(x) = \sum_{m \in M} \tilde{z}_m \exp \left(iK_m^m x\right) \Pi(x, L), \quad (1)$$

where $x$ is the spatial coordinate, $\tilde{z}_m$ is the complex amplitude of the $m$-th mode, $K_m^m$ is the complex wavenumber of the $m$-th mode, $M$ is the set of modes, and $\Pi(x, L)$ is the gate function equal to 1 when $x \in [0, L]$ and equal to 0 elsewhere. The complex wavenumber is defined as $K_m^m = k_m^m + ik_n^m$, with $k_m^m > 0$ and $k_n^m > 0$, such that Eq. (1) only involves forward propagating modes. Applying the usual spatial Fourier transform only enables the recovery of $k_m^m$. In order to recover both real and imaginary parts of $K_m^m$, a spatial Laplace transform is applied to $\tilde{z}(x)$ denoted $\Xi (s)$ := $\int_{-\infty}^{\infty} \tilde{z}(x) \exp \left(-sx\right) dx$, where $s$ is a complex number wavenumber parameter $s = s_1 + is_2$, with real numbers $s_1$ and $s_2$. This spatial Laplace transform takes the form

$$\Xi (s) = \sum_{m \in M} \tilde{z}_m \int_{0}^{L} \exp \left(iK_m^m s\right) dx = L \sum_{m \in M} \tilde{z}_m \exp \left(iK_m^m s\right) \left[ \sinh \left( \frac{|K_m^m s| L}{2} \right) \right], \quad (2)$$

The meaning of the spatial Laplace transform of the $m$-th mode is ensured only if $s_i > -k_i^m$. This ensures the energy decay of each mode. Thus, the upper half space, the lower bound of which is the maximum value of $-k_m^m$ with $m \in M$, is the only admissible half space in the complex $s$-plane and defines the region of absolute convergence of the Laplace transform. We note that the slice of $\Xi (s)$ in the complex $s$ plane at $s_2 = 0$ exactly corresponds to the spatial Fourier transform $TF(s_2)$ of a finite window. Along this line, Eq. (2) reduces to $\Xi (s) = L \sum_{m \in M} \tilde{z}_m \exp \left(iK_m^m s\right) \left[ \sinh \left( \frac{|K_m^m s| L}{2} \right) \right]$, where $s_2 = 0$, as can be seen in Fig. 1.

The problem when trying to recover $K_m^m$ is twofold: the amplitude and phase of the mode are unknown and the position of $-k_m^m$ in the complex $s$-plane is by definition unknown. Therefore, we will focus the analysis on the upper half space $s_i \geq 0$ where no mode $K_m^m$ is included, thus making the method stable by preventing the divergence of the transform due to the poles. Inspired by previous works on the recovery of the reflection coefficients of higher order modes propagating in a square cross-section impedance tube, the recovery of $K_m^m$ is performed for each frequency by minimizing the following cost function:

$$F\left( |\tilde{z}_m|, \phi_m^m, k_m^m, k_n^m, M \right)$$

$$= \left| \sum_{s_1} \sum_{s_2} |\Xi_{me}(s)| - L \sum_{m \in M} |\tilde{z}_m| \right| \times \exp (i\phi_m^m) \left[ \exp \left( i(k_m^m + ik_n^m) - s_1 - is_2\right)L/2 \right] \times \sinh \left( (k_m^m + ik_n^m) - s_1 - is_2\right)L/2 \right|,$$

where $\Xi_{me}(s)$ is the spatial Laplace transform of the measured field $\tilde{z}(x)$, and $|\tilde{z}_m|$ and $\phi_m^m$ are, respectively, the theoretical amplitude and phase of the $m$-th mode. Note that the $L_1$-norm is used in Eq. (3) because it leads to quite similar results as the usual $L_2$-norm. The latter may be preferable when analyzing signals with a low signal-to-noise ratio. The minimization is performed under constraints with the Nelder-Mead simplex algorithm (Matlab function $fminsearchbnd$). In Eq. (3), it can be seen that there are $4|M|$ number of unknowns, corresponding to the wave amplitude, phase, and real and imaginary parts of the complex wavenumber $K_m^m$ of each mode. To solve for these unknowns, we first determine the number of modes to be recovered, along with their real wavenumbers, amplitudes, and phases, by looking at the spatial Fourier transform for each frequency. As an example, the solid black line in Figure 1 shows the amplitude of the spatial Fourier transform $TF(s_2)$ corresponding to $f = 149$ MHz, for the scanned measurements discussed in Section V. It can be seen from the Fourier spectrum that there is one clear
peak (mode) at this frequency, with real wavenumber $k_1^r/C = 0.29 \text{ mm}^{-1}$. The spatial Laplace transform $\Xi_{\text{mes}}(s)$ is shown by the complex $s$-plane surface plot of Fig. 1. We then calculate a similar surface for varied values of $(j_1^2, \phi, k_1^r, k_1^i)$ and minimize the difference between the calculated and measured $s$-plane surface in Eq. (3) to end with $K_1 = 0.294 + 13.71 \times 10^{-3} \text{ mm}^{-1}$, where the superscript denotes that this is the first identified mode (in this case only one mode is identified).

When $|\lambda| \neq 1$, each mode may, in practice, interact in the complex $s$-plane, which emphasizes the necessity of using a model involving all possible modes at a given frequency and the minimization of the previous cost function to efficiently determine all the possible $K_1^n$. This approach may offer advantages over related approaches in that highly attenuating and closely spaced modes may be distinguished from each other and from peaks associated with the finite measurement domain.

III. APPLICATION TO GUIDED ELASTIC WAVES IN POROUS MATERIALS

We first apply the SLaTCoW method to the case of guided elastic waves in porous materials. Porous materials are known to be highly dissipative due to viscothermal losses, interaction between the solid and fluid phases, and viscoelasticity of the skeleton. Seminal works by Boeckx et al. have paved the way for the characterization of the skeleton, porous material mechanical parameters by means of guided waves. These works mainly focus on the experimental recovery of the phase velocity $v_m = \omega/k_m^r$, in part, because of a lack of experimental data and analysis tools for the efficient determination of $k_m^i$. The present method is applied to experimentally determine both real and imaginary parts of the wavenumbers, thereby filling the existing gap in attenuation characterization capabilities, and enabling future works concerning the experimental measurement and modeling of viscoelastic parameters of porous materials.

The experimental setup, which is similar to the one used in Ref. 18, is depicted in Fig. 2(a). A high porosity ($\phi > 0.95$) melamine foam sample 85 cm long, 45 cm wide, and 5.5 cm thick is glued on a rigid backing. The excitation is provided by a shaker (Bruel and Kjaer type 4810), which is rigidly attached to the sample with a threaded steel rod (20 mm in length and 5 mm diameter) fixed to the shaker on one side and glued on a 1 mm thick aluminum plate of width 10 cm and height 1.5 cm. This plate is cut at the edge opposite to the threaded steel rod and glued to the porous sample, creating a line source 15 cm from the edge of the sample.

FIG. 2. (a) Photograph of the experimental setup. (b) Laplace transform $\Xi_{\text{mes}}(s)$ corresponding to $f = 2453$ Hz. Arrows point out peaks, whose main component is a single mode, and peaks, whose main component are two modes overlapping. (c) $k_r$ and (d) attenuation ($k_i$) of the first guided mode. Red circles depict the results obtained with the SLaTCoW method and solid lines depict the theoretical predictions.
The resonance of this part was measured to be 4500 Hz. While the measurement could be made at higher frequencies (up to 8000 Hz with a relatively good signal to noise ratio), the results are only shown for frequencies below this limit.

The excitations are 300 sine functions equally spaced (up to 8000 Hz with a relatively good signal to noise ratio), the normal displacement $u_i(x)$ is acquired at 801 positions along a length of $L = 40$ cm with a laser vibrometer (Polytec OPV-503) mounted on a one-dimensional moving stage, which moves the laser along the $x$-axis after each frequency measurement is accomplished. The vibrometer is connected to a spectral analyzer (Stanford Research Systems SR785), which allows us to directly measure $u_i(x)$ in the frequency domain. Each measurement is averaged 100 times.

The 1962 Biot model\,[26] parameters of the porous material, density $\rho$, porosity $\phi$, flow resistivity $\sigma$, viscous and thermal characteristic length $\Lambda$ and $\Lambda'$ (respectively), real part of the shear modulus $N_r$, and Poisson ratio $\nu$ were determined independently using standard methods\,[27] and are given in Table I. Viscous and thermal losses are accounted for by use of the Johnson-Champoux-Allard model,\,[28,29] leading to complex and frequency dependent effective density and bulk modulus of the fluid phase. The theoretical predictions obtained using Stroh model,\,[28,29] leading to complex and frequency dependent effective density and bulk modulus of the fluid phase. The measured value is in accordance with the literature.\,[32] This demonstrates the efficiency of the present method to discriminate both wavenumbers $k_i$ and $k_j$, respectively, versus frequency are found via the SLaTCoW method and plotted in Figs. 2(c) and 2(d), respectively. Theoretical predictions obtained using Stroh formalism\,[30,31] and a Müller algorithm agree well with the wavenumbers extracted using the SLaTCoW method when the complex shear modulus $N = N_r - i N_i$ is fixed such that $N = 38 - i1.52$ kPa (damping factor $N_r/N_i = 0.04$). This value is in accordance with the literature.\,[32] This demonstrates the efficiency of the present method to discriminate modes when several are overlapping, and its effectiveness for extracting attenuation parameters. This paves the way for the extraction of new experimental information that enables the development of improved models of viscoelastic porous materials.

### IV. APPLICATION TO ZGV LAMB MODE IN A DURALUMIN PLATE

We now apply the SLaTCoW method to obtain the complex dispersion curves of Lamb waves propagating in a 1.515 mm thick Duralumin plate. Particular attention is paid to the first symmetric $S_1S_2$ ZGV Lamb mode. This mode is composed of two counter-propagating modes: the forward propagating $S_1$ Lamb mode and the backward propagating $S_{2b}$ Lamb mode.\,[33] In the ideal case of a non-absorbing material and free-standing plate, there are a unique wavenumber and frequency $(k_v; \omega)$ where these two modes coexist. At this point, the interference of $S_1$ and $S_{2b}$ leads to the so-called $S_1$-$S_2$-ZGV resonance.\,[34] When the material absorption is significant or when there is leakage to the surrounding medium, the Lamb modes are inhomogeneous, their dispersion curves are no longer real valued, and their wavenumbers are complex.\,[35-37] As previously noted for measurements made in a 50 $\mu$m-thick tungsten plate, attenuation leads to a separation of the $S_1$ and $S_{2b}$ mode branches.\,[38] Here, we illustrate a similar effect due to leakage. Using the SLaTCoW method, we estimate the complex dispersion branches in the vicinity of the ZGV point. The experimental setup is shown Fig. 3(a). A linear array ultrasound transducer probe (Imasonic SAS, 0.417 mm element pitch) made of 128 elements centered at 3.5 MHz, with a large frequency bandwidth, was used to generate Lamb waves in a Duralumin plate of thickness 1.515 mm, width, and length 100 mm. The probe was operated with the OPEN System of Lecoeur Electronique. The probe was coupled to the Duralumin plate using a thin layer of echographic gel approximately 0.150 mm thick. The first element of the array was used to generate an acoustic wave and then the 128 elements were used in receiver mode to record the normal displacement of the plate. The contact of the transducer array with the plate modifies the boundary conditions, induces leakage of the Lamb modes, and breaks the symmetry of the problem, such that the Lamb modes can no longer be separated in symmetric and antisymmetric families.

The results of the application of the SLaTCoW method to these experimental data concerning the two modes ($M^1$ and $M^{4b}$) within the ranges $k_i \in [0; 1.8]$ $mm^{-1}$; $k_j \in [-0.5; 0.5]$ $mm^{-1}$, and $f \in [1.85; 2.03]$ MHz are shown in Figs. 3(b) and 3(c). We denote the Lamb modes with a capital letter $M$, where the associated index indicates the mode number. The measured $M^1$ and $M^{4b}$ Lamb modes have opposite phase velocities. While the real part of $K^{4b}$ is negative, both wavenumbers $K^1$ and $K^{4b}$ (where the superscripts of $K^1$ and $K^{4b}$ correspond to modes $M^1$ and $M^{4b}$) have positive imaginary parts as their amplitudes decay from the source to the receiver. However, for convenience, the backward mode wavenumber is represented with a positive real part and a negative imaginary part. Theoretical complex dispersion curves, using the classic Müller algorithm, are superimposed for comparison. Two cases have been considered: a free-standing Duralumin plate and a more realistic model. In both cases, the velocities of compressional and shear waves in Duralumin are set to $V_L = 6380$ m s$^{-1}$ and $V_T = 3080$ m s$^{-1}$, respectively, and the density is $\rho = 2790$ kg m$^{-3}$. The

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\rho$ (kg m$^{-3}$)</th>
<th>$\alpha$ (N s m$^{-2}$)</th>
<th>$N_r$ (um)</th>
<th>$N_i$ (um)</th>
<th>$N$ (kPa)</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.989</td>
<td>6.1</td>
<td>1</td>
<td>8060</td>
<td>215</td>
<td>215</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
</tr>
</tbody>
</table>

| TABLE I: Material parameters for the melamine foam. |
The attenuation coefficient of Duralumin is taken from the literature as 0.9 dB m\(^{-1}\) at 5.86 MHz. Considering the dotted lines in Figs. 3(b) and 3(c), which represent the calculated dispersion curves accounting for intrinsic loss in a free-standing Duralumin plate, the differences between these curves and the SLaTCoW results are clear. This emphasizes the effects of the leakage of acoustic energy due to the contact of the transducer array, and the necessity to use a model that accounts for this. A more realistic model is composed of three perfectly bonded media: a layer of Duralumin in contact with a fluid layer (modeling the echographic gel), which is in contact with a half-space solid media representing the probe contact with a half-space solid media representing the probe.

We apply the SLaTCoW method to obtain the complex dispersion curves of SAWs propagating in a 2D microscale granular crystal adhered to a substrate. Ordered and reduced-dimensional granular structures, often referred to as granular crystals,\(^{39-41}\) have proven to be systems of interest, as they represent an avenue for gaining a broader understanding of granular media dynamics, and have been suggested for use in stress wave manipulation and acoustic signal processing applications.\(^{40}\) While granular crystals have typically been constructed from macroscale particles, the acoustics of microscale granular crystals is an emerging field.\(^{24,42,43}\)

In a recently published work, the resonant attenuation of SAWs propagating through a 2D microscale granular crystal adhered to a substrate was studied using a laser ultrasonic technique. A schematic of the sample and the laser ultrasonic setup used in the study of Ref. 24 is shown in Fig. 4.
In summary, the microscale granular crystal is a monolayer of 2 μm diameter silica spheres, which were assembled via a convective self-assembly process. An interface between regions with and without the monolayer was created using a microcontact printing technique. Surface acoustic waves were generated by focusing a pulsed laser into the sample surface (430 ps pulse duration, 532 nm optical wavelength, and 1.2 mm × 20 μm spot size), such that they traversed the interface, whereafter they were measured using a photo-deflection technique (continuous wave laser, 514 nm optical wavelength, 6 μm spot size) at 185 positions along a scan length of 740 μm. Additional experimental details can be found in Ref. 24. By calculating the 2D Fourier transform magnitudes of the spatiotemporal data corresponding to the SAWs propagating in the region with the monolayer, the dispersion of SAWs propagating in the granular crystal was visualized. While this method did not separate the real and imaginary wavenumber components of the SAW dispersion, the calculated dispersion curves revealed the interaction between three contact-based resonances of the monolayer, including one with out-of-plane motion of the spheres and two with combined rotational and in-plane translational motion.

We apply the SLaTCoW method to the spatiotemporal measurement data obtained and presented in Ref. 24 (corresponding to the sample without any additional aluminum coating on top of the spheres). The resulting complex dispersion curves are shown in Fig. 5(a) (k_r) and in Fig. 5(b) (k_i). As can be seen in Fig. 5(a), an avoided crossing with the out-of-plane contact resonance (f_N) of the monolayer is present and is the only visible feature disturbing the straight line corresponding to Rayleigh waves propagating in the substrate. We compare the dispersion curves calculated from experimentally obtained data with those calculated in Ref. 24 using a lossless theoretical model, and find a reasonable agreement in the neighborhood of the out-of-plane contact resonance. As in Ref. 24, avoided crossings due to the two rotational-translational modes (including the rotation dominated resonance f_{RH} and the translation dominated resonance f_{HR}) are both absent. In contrast, the two rotational-translational resonances are both clearly visible in the dispersion curves corresponding to the imaginary part of the wavenumber shown in Fig. 5(b) as smaller peaks surrounding the large out-of-plane resonance.

This work and the SLaTCoW method pave the way for the development of new models of microscale granular dynamics, which may find use in discerning the contributions of various sources of loss observed in experiments. For example, there is currently no model for the imaginary part of K^m for the 2D microscale granular crystal adhered to a...
VI. CONCLUSION

A method for the recovery of complex spatial frequency domain information from spatiotemporal data is presented. This method, named SLaTCoW (Spatial Laplace Transform for COmplex Wavenumber recovery), is based on a spatial Laplace transform of the measured wave field in the frequency domain, instead of the usual spatial Fourier transform. The Laplace transform, providing information on both the real and imaginary parts of the poles, is analyzed by the minimization of a correctly chosen cost function. This allows the reconstruction of complex wavenumbers (as well as the complex amplitude) of the modes, even when they are interacting with other modes. The SLaTCoW method was applied to three completely different dispersive and attenuating systems, involving three different set-ups in three different frequency ranges, and showed use in the analysis of attenuation phenomena occurring in each system. This method provides information that cannot be obtained from 2D Fourier transforms, including the separation of modes that are almost overlapping, as well as amplitude independent information. The SLaTCoW method paves the way for new theoretical developments in various fields of physical acoustics such as attenuating and locally resonant materials.
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The complex dispersion relation of surface acoustic waves (SAWs) at a lossy resonant metasurface is theoretically and experimentally reported. The metasurface consists of the periodic arrangement of borehole resonators in a rigid substrate. The theoretical model relies on a boundary layer approach that provides the effective metasurface admittance governing the complex dispersion relation in the presence of viscous and thermal losses. The model is experimentally validated by measurements in the semi-anechoic chamber. The complex SAW dispersion relation is experimentally retrieved from the analysis of the spatial Laplace transform of the pressure scanned along a line at the metasurface. The geometrical spreading of the energy from the speaker is accounted for, and both the real and imaginary parts of the SAW wavenumber are obtained. The results show that the strong reduction of the SAW group velocity occurs jointly with a drastic attenuation of the wave, leading to the confinement of the field close to the source and preventing the efficient propagation of such slow-sound surface modes. The method opens perspectives to theoretically predict and experimentally characterize both the dispersion and the attenuation of surface waves at structured surfaces. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4975120]

While surface waves propagating at the interfaces between two propagative media or at impedance surfaces have been studied theoretically1–4 and investigated experimentally,5 they have also been shown to emerge at the surface of impervious media when structured with resonant grooves6 or boreholes.7 The parallel between such surface waves and surface plasmons8 has paved the way to novel applications in imaging,8,9 focusing,10 or lensing,11 for which the dispersion relation of the surface waves can be tuned by designing the micro-structure properties. However, the dispersion relation of such “spooof surface plasmon” is usually presented for real wavenumbers12 without accounting for losses, the surface wavenumber is actually a complex quantity, the imaginary part of which accounts for the attenuation of the waves induced by the losses. These latter are unavoidable in practice and govern the magnitude of resonances that can be responsible for bandgaps. If methods to predict theoretically6,13 the real part of the surface wavenumber and retrieve it experimentally, e.g., from spatial Fourier transform,13 are now sufficiently robust, retrieving the imaginary part of it can be challenging,14 notably because it requires to distinguish the attenuation of the wave induced by the losses from that induced by the geometrical spreading of energy in space.

Here, the propagation of surface acoustic waves (SAWs) at a metasurface is investigated both theoretically and experimentally to predict and retrieve in a systematic method both the real and imaginary parts of the complex SAW wavenumber in the presence of the viscous and thermal losses. The theoretical model is based on a Boundary Layer (BL) approach using plane wave expansion, and its predictions are used to validate the complex dispersion relation retrieved experimentally. The metasurface Γ under study consists of the two-dimensional Σ-periodic repetition of circular borehole resonators with the radius a and the depth h, at the otherwise rigid plane surface (see Fig. 1). The resonators are arranged in a square lattice, with the lattice constant ℓ, and the unit lattice vectors (e1, e2). Denoting e3 = e1 × e2, the out-of-plane unit vector directed at air, the position vector reads x = xΓ + x3e3, where xΓ = x1e1 + x2e2 is the projection of x on Γ. The SAW propagation at the surface Γ is studied in the linear harmonic regime at the circular frequency ω (time convention e−iωt), and under the ambient conditions, with the air density ρa, the atmospheric pressure P0, the adiabatic constant γ, the viscosity η, the Prandtl number Pr, the sound speed c = qTc/ρa, and the air wavenumber k0 = c/ω. The BL analysis is performed for the SAW with the pressure p = P0e−hk0−b0, where P is the complex amplitude, k = kei is the in-plane wave-vector with the complex wavenumber k and the in-plane unit vector e2, which makes the angle θ from e1, and where b = √k2 − k3 is the complex attenuation parameter in the direction e3. For actual

FIG. 1. Schematic of the Σ-periodic metasurface and details of the unit cell (lattice size ℓ) bearing a 2a-diameter and h-deep borehole resonator. e1 and e2 are the unit lattice vectors; e3 is the normal vector; and e3 gives the direction of the SAW propagation.
propagation along \( e_x \) and wave attenuation, the following conditions hold: \( \text{Re}(k) \geq 0 \), \( \text{Im}(k) \geq 0 \) and \( \text{Re}(b) \geq 0 \).

When excited by \( p \), the resonators act as mutually interacting secondary sources that prescribe the distribution of normal velocity \( v = v_x \) at the surface \( \Gamma \). Emitted by the periodic lattice while forced by the SAW, the velocity \( v \) is locally \( -\Sigma \)-periodic, while modulated by the factor \( e^{i k_y x} \). Since the SAW cannot resolve the array periodicity on its own, locally \( \Sigma \)-periodic perturbations localized in the vicinity of \( \Gamma \) are induced, which can be described in the low frequency range (typically \( k_0 \ell < 2\pi \)) by a BL\(^{1,16} \) with the pressure \( p^* \) in the form

\[
p^* = \sum_{(n,q)\neq(0,0)} P_{nq} e^{i(k+G_{nq})} v_x - b_{nq} \hat{v}_1,
\]

where \( n \) and \( q \) are integers, \( P_{nq} \) are complex scattering coefficients, \( G_{nq} = 2\pi(n_1 + q_1) \ell / \ell \) are the reciprocal lattice vectors, and \( b_{nq} = \sqrt{(k + G_{nq})^2 - k_0^2} \) are the complex out-of-plane attenuation parameters with \( \text{Re}(b_{nq}) \geq 0 \). The dispersion relation is found from the following boundary conditions that have to be satisfied by the superposition of the surface wave \( p \) and the BL pressure \( p^* \). At the reference cell \( \Sigma \), the surface is rigid, except for the borehole aperture \( S \) at its center, where a uniform particle velocity \( v_0 \hat{e}_1 \) is assumed in the long-wavelength approximation.\(^{17}\) The velocity \( v_0 \) is then related to the mean value \( \langle p + p^* \rangle = \langle S \rangle^{-1} \int_S \langle p + p^* \rangle dS \) of the pressure \( p + p^* \) acting at the aperture \( S \) through the frequency-dependent admittance \( Y \) of the resonator, that is, \( v_0 = Y(p + p^*) \). For the quarter-wavelength resonator, the admittance takes the form (see supplementary material for details)

\[
Y = i \tan (c \omega / \sqrt{B^* / p^*}) / \sqrt{\rho^* B^*},
\]

where \( \rho^* \) and \( B^* \) are the complex effective density and bulk modulus in the resonator. They account for the viscous and thermal losses in the circular borehole and are classically given by\(^{18,19} \)

\[
\rho^* = 1 - F\left(\frac{i \eta}{\delta_{\rho}}\right)^2; \quad B^* = 1 + (\gamma - 1) F\left(\frac{i \eta}{\delta_{B}}\right)^2,
\]

where \( \delta_{\rho} = \sqrt{i / (\rho \omega)} \) and \( \delta_B = \sqrt{i / \rho \sigma} \) are viscous and thermal skin-depths, and \( F(\gamma) = 2J_1(\gamma)/\gamma J_0(\gamma) \) is a form function\(^{18,19} \) with \( J_0 \) the Bessel function of order \( n \). The admittance \( Y \) is thus complex for the lossy resonators. Now, denoting \( \Pi_\Sigma \) the gate function equal to 1 over \( S \) and 0 elsewhere at \( \Sigma \), the boundary conditions at the reference cell can be summarized as

\[
\frac{\partial (p + p^*)}{\partial x_3} = ik_0 \rho_p c Y (p + p^*) \Pi_\Sigma \quad \text{at} \quad \Sigma.
\]

First, the mean pressure over the aperture \( S \) reads

\[
(p + p^*) = PH_{00} + \sum_{(n,q)\neq(0,0)} P_{nq} \mathcal{H}_{nq},
\]

where the structure factors \( \mathcal{H}_{nq} \) are given by

\[
\mathcal{H}_{nq} = \frac{1}{|S|} \int_S e^{i(k+G_{nq})} v_x \ dS = \frac{J_1(K_{nq})}{K_{nq} c \sqrt{2}},
\]

with \( K_{nq} = \sqrt{(k + G_{nq})^2} \). Next, multiplying Eq. (4) by \( e^{-i(k+G_{nq})} v_x \), where \( (m, s) \) are integers, and taking the mean value over the period \( \Sigma \) yield Equations (7a) and (7b) for \((m, s) = (0, 0) \) and \((m, s) \neq (0, 0) \), respectively

\[
-bp = ik_0 \rho_p c Y |S| \langle p + p^* \rangle \mathcal{F}_{00}, \quad (7a)
\]

\[
-b_{ns}^* P_{ns}^* = ik_0 \rho_p c Y |S| \langle p + p^* \rangle \mathcal{F}_{ns}, \quad (7b)
\]

where the structure factors \( \mathcal{F}_{ns} \) read

\[
\mathcal{F}_{ns} = \frac{1}{|S|} \int_S e^{-i(k+G_{ns})} v_x \ dS = \frac{J_1(K_{ns})}{K_{ns} c \sqrt{2}}.
\]

Combining Eqs. (5) and (7b) provides the equation satisfied by the BL scattering coefficients. Re-arranging the double-indexation \( (n, q) \neq (0, 0) \) into a single indexation, the following vectors are defined, \( \{ P^* \} = \text{vec}(P_{nq}^*), \{ \mathcal{H} \} = \text{vec}(\mathcal{H}_{nq}), \{ \mathcal{F} \} = \text{vec}(\mathcal{F}_{ns}) \), and the diagonal matrix \( [B^*] = \text{diag}(b_{nq}^*) \). With those notations, the BL scattering coefficients are given by

\[
\{ P^* \} = -ik_0 \rho_p c Y |S| \mathcal{H}_00 [B^*]^{-1} \{ \mathcal{F} \}, \quad (9)
\]

where the matrix \([B^*]\) reads, with \( \odot \) the tensor product

\[
[B^*] = [B^*] \odot \{ \mathcal{F} \} \odot \{ \mathcal{H} \}, \quad (10)
\]

Combining Eqs. (5), (7a) and (9), the boundary condition for the SAW takes the form \( \partial \mathcal{H} / \partial x_3 = -i k_0 \rho_p c Y \mathcal{F}_00 \mathcal{H}_00 \), where the effective normalized admittance is

\[
\rho_p c Y = -\frac{\rho_p c Y |S|}{|S|} \left(1 - ik_0d \rho_p c Y |S| \right) \mathcal{F}_00 \mathcal{H}_00, \quad (11)
\]

with the scalar \( d = \{ \mathcal{H} \} \cdot \{ [B^*]^{-1} \} \cdot \{ \mathcal{F} \} \) having the dimension of a length. More details about the derivation of Eqs. (9)-(11) are provided in the supplementary material. Eq. (11) provides the micro/macros relation between the resonator properties and the effective admittance actually resolved by the SAW. The SAW dispersion relation is found by solving for \( k \) in the equation \( h = ik_0 \rho_p c Y \), which shows that \( h \) and hence the wavenumber \( k \) are complex quantities when the admittance \( Y \) is not purely imaginary, which is the case for lossy resonators.

In the experiments, the resonators consist of circular boreholes with the radius \( a = 18 \pm 0.5 \) mm and the depth \( h = 40.5 \pm 0.5 \) mm drilled with the lattice size \( \ell \) in a rigid wooden substrate. Such quarter-wavelength resonator, with the undamped eigenfrequency \( \omega_0 / (2\pi) = c / (4h) \approx 2117 \) Hz, has been characterized in the impedance tube with the square cross-section \( \Sigma = 42 \times 42 \) mm that enables to emulate plane wave reflection at normal incidence on
the metasurface with an infinite extent. Noting that the effective admittance \( q_{ec} \) is also valid for plane wave reflection, the reflection coefficient measured experimentally is compared with the theoretical one \( R = \frac{1 - \rho_c c Y}{1 + \rho_c c Y} \) in Fig. 2(a). The results confirm the accuracy of Eqs. (2) and (11) to describe the lossy resonators and the effective metasurface admittance.

To investigate the SAW propagation at the metasurface, semi-anechoic chamber measurements have been performed. The metasurface consists of 1160 resonators (40 along \( e_1 \) and 29 along \( e_2 \) ) drilled periodically with the lattice size \( \ell = 50 \pm 1 \) mm in a 2 m \( \times \) 2 m rigid wooden board (see Fig. 2(b)). The speaker has been positioned at the center of the smaller edge (\( x_1 = 0, x_2 \)) with the center of its membrane at \( z_s \approx 7.5 \) cm above the metasurface. The system has been excited with a sine-sweep signal over the frequency range \([0.1; 1.6]\) kHz, in order to focus on the frequency range, wherein the SAW mode theoretically exists according to the BL model (see Fig. 3). The pressure field has been measured with the microphone secured to a motorized linear stage. The experimental spectra have been recorded with the Dynamic Signal Analyzer (Stanford Research Systems type SR785) every 0.5 cm along the line \( x_2 = 0 \) at the distance \( x_1 = \{x_0, L\} = [5; 180] \) cm from the speaker and at \( x_3 \approx 1 \) cm above the surface.

Due to the geometrical spreading of the field from the speaker, the experimental setup is modeled as a point-source above the metasurface admittance. Hence, the sound field consists of the pressure \( p_s(x) = A_0 G_0(x) + A_1 G_s(x) \), where \( A_0 \) and \( A_1 \) are complex amplitudes, \( G_0 \) is the Green function for the point source above the rigid surface, and \( G_s \) is the perturbation produced by the metasurface admittance, including the SAW3

\[
G_0 = e^{i k_0 R_1} / (4 \pi R_1) + e^{i k_0 R_2} / (4 \pi R_2),
\]

FIG. 2. (a) Comparison of the real and imaginary parts of the reflection coefficient provided by the impedance tube measurements—exp.—on a 42 mm \( \times \) 42 mm unit cell (see inset) and those provided by the theoretical effective admittance—theo.—(b) Experimental setup for characterization of SAW propagation at the metasurface prototype. (c) Model of the experimental set-up by a point source and a microphone—Mic.—above the metasurface admittance.

FIG. 3. Comparison between theoretical (theo.) and experimental (exp.) results. Plotted against the normalized frequency \( \omega / \omega_0 \) are: (a) the real part and (c) the imaginary part of the air and SAW wavenumbers; (b) the normalized group velocity; (d) the amplitude ratio between the SAW and the air modes. Plotted against the normalized distance \( x_1 / \ell \) from the speaker are: (e)–(g) the pressure profile along the scan-line at three frequencies. (a) and (c) have the same legend as (b). (f) and (g) have the same legend as (e). The inset in (a) shows the spatial Fourier transform of the experimental pressure against the frequency and the dispersion relations retrieved from the SLaTCoW method.
\[ g_x = -k_0 \text{erfc}(-iw)H_1^{(0)}(kr)e^{-b(x+z)} / 4. \]  

(12b)

Here, the geometrical parameters \( R_1, R_2, \) and \( r \) are defined in Fig. 2c. \( \text{erfc} \) is the complementary error function; \( H_1^{(0)} \) is the Hankel function of the first kind and order 0; and \( w = \sqrt{i(k_0 R_2 - ikr + b(x + z))} \) is the numerical distance. Eq. (12) shows that the field \( g_x \) vanishes as the distance from the speaker increases: the field \( g_x \) decreases typically as \( 1/R_1 \), while the term \( H_1^{(0)}(kr)e^{-b(x+z)} \) in the expression of \( g_x \) decreases as \( 1/\sqrt{r} \). Using the pressure \( p(x) \) as the ansatz field, and hence accounting for the geometrical spreading from the source, the real and imaginary parts of the wavenumbers \( k_0 \) and \( k \), and the complex amplitudes \( A_0 \) and \( A_r \) are retrieved from the experimental data by means of the Spatial Laplace Transform method\(^{14} \) (see supplementary material for more details about the SLaTCow procedure). The experimental results are compared with those from the BL model in Figs. 3a–3d, where the complex wavenumbers, the group velocity \( v_g = da_0/dRe(k) \) and the amplitude ratio \( A_r/A_0 \) (theoretically equal to \( \rho_{ec} \)) have been plotted against the frequency.

While the air line \( Re(k_0) = \rho_{ec} c \) with the sound speed \( c \approx 342 \text{ m/s} \), and negligible attenuation, \( 2\text{f}m(k_0)/Re(k_0) \approx 5 \times 10^{-3} \), are recovered, three regimes can be identified in the SAW dispersion relation: at low frequency \( \omega \ll \omega_p \), around the resonance \( \omega \to \omega_p \) with \( Re(k) \ll \pi/\ell \), and around the Bragg limit \( Re(k) \to \pi/\ell \).

In the low-frequency regime, the low admittance contrast \( |\rho_{ec}| \ll 1 \) leads the complex SAW dispersion relation \( k(\omega) \) to be asymptotic to that of air \( k_0(\omega) \). Although it allows the propagation of an SAW with negligible attenuation, its contribution in the field remains limited due to its low amplitude \( |A_r/A_0| \ll 1 \). Besides, this low value of the SAW amplitude makes it difficult to retrieve the mode experimentally, which can explain the scattered experimental data below \( \omega/\omega_p \approx 0.2 \). In contrast, around the resonance at \( \omega/\omega_p \approx 0.7 \), the significant admittance contrast \( |\rho_{ec}| \sim 1 \) results in the deviation of the SAW dispersion relation from the air-line. The SAW group velocity decreases down to \( v_{gc} \approx 15 \), while the SAW wavelength becomes \( \approx 1/8 \) of the characteristic attenuation length \( 1/\text{Im}(k) \). That enables the actual propagation of the “slow sound” SAW that could be used for sub-wavelength imaging, for instance. Note that the resonant behavior of the surface microstructures is essential for this phenomenon to occur, since it is responsible for the significant admittance contrast \( |\rho_{ec}| \sim 1 \) at the origin of the SAW excitation. However, the capacity to guide waves along the surface with such a “slow sound” is rapidly hindered by the SAW attenuation, as the dispersion curve approaches the Bragg limit \( Re(k) \to \pi/\ell \). As the group velocity approaches zero, the SAW attenuation increases drastically with a characteristic attenuation length \( 1/\text{Im}(k) \) of the order of the SAW wavelength, which prevents the effective propagation of the wave at the surface. Note that the interaction of the resonance-induced dispersion relation with the Bragg limit \( Re(k) = \pi/\ell \) makes the “bandgap” occur at \( \omega/\omega_p \approx 0.8 \). Lowering the resonance frequency would certainly make the dispersion relation cross the Bragg limit at the resonance frequency \( \omega/\omega_p \approx 1 \).

The retrieved dispersion relation is in good agreement with the maxima of the experimental spatial Fourier transform \( F(k_x) = \int_{-\ell}^{\ell} p_x/A_0 e^{-ik_{x}x} \text{d}x_1 \) plotted in the inset of Fig. 3a. This latter also exhibits clearly the regime of highly attenuated waves around \( \omega/\omega_p \approx 0.8 \), wherein \( |F(k_x)| \to 0 \). The experimental results are also in well agreement with the theoretical model derived for plane waves. It highlights the accuracy of the effective admittance \( \rho_{ec} \) and underlines that the complex dispersion relation is related more to the metasurface admittance and less to the nature of the excitation.

Finally, Figs. 3e–3g show the pressure profile \( p_x/A_0 \) for frequencies in each SAW propagation regime. It is compared with the profile computed using either the effective admittance \( \rho_{ec} \) or the parameters retrieved from the SLaTCow method. A good agreement is reached between them. Discrepancies between the theoretical and experimental results in Fig. 3g can be due to the conjugate effect of near-fields produced by the speaker in its close-vicinity (where the field is actually confined), and the low level of the signal near the bandgap. Nevertheless, the results show the strong confinement of the field close to the speaker as the frequency increases. That suggests that tracking pulses on distances sufficiently long to perform imaging could be more challenging than in optics.\(^{20} \)

In conclusion, a boundary layer model that enables to find the effective surface condition satisfied by plane waves at the metasurface has been proposed, which takes full account of multiple interactions, surface periodicity, and viscothermal losses in the resonators. The complex dispersion relation theoretically derived has served to validate that experimentally retrieved using the SLaTCow method, adapted for point-source excitation. The results have exhibited the mode conversion that occurs between bulk and surface waves in the presence of the metasurface, and they have shown that SAW propagation, while strongly slowed around the resonance, can become drastically attenuated even with weakly damped resonators, hence preventing actual propagation. This underlines the importance of considering the imaginary part of wavenumbers when designing spoof surface plasmon acoustic devices.

See supplementary material for more details about the boundary layer model and the adaptation of the SLaTCow procedure to the problem of the point source above the metasurface admittance.

The authors are grateful to the French ANR project Metaudible (ANR-13-B509-0003) and the COST Action DENORMS-CA15125, supported by COST (European Cooperation in Science and Technology).

---
