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This paper proposes a quality assessment of focusing criteria for imaging in digital off-axis holography. In the
literature, several refocus criteria have been proposed in the past to get the best refocus distance in digital holog-
raphy. As a general rule, the best focusing plane is determined by the reconstruction distance for which the cri-
terion function presents a maximum or a minimum. To evaluate the robustness of these criteria, 13 criteria are
compared with application on both amplitude and phase objects from off-axis holographic data. Simulation and
experimental results lead to define a general rule and to exhibit the most robust criteria for accurate and rapid
refocusing in digital holography. © 2017 Optical Society of America

OCIS codes: (090.1995) Digital holography; (090.2880) Holographic interferometry; (100.3175) Interferometric imaging; (110.3010)

Image reconstruction techniques.
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1. INTRODUCTION

Digital holography (DH) and digital holographic microscopy
(DHM) [1–3] are techniques for recording and reconstructing
three-dimensional images of objects. In addition, digital holo-
graphic imaging is a very efficient technique for the measure-
ment of deformation fields of the object surface and for the
measurement of surface shapes and contours [4]. As a general
rule, the object field is numerically reconstructed using a propa-
gation operator (discrete Fresnel transform, angular spectrum
[1–3]) in which an important parameter is the refocusing dis-
tance. Thus, an in-focus image can be obtained under the con-
dition that the focusing distance is as close as possible to the
exact optical path in the experimental setup. Therefore, a cri-
terion to estimate if the reconstructed image is at the best focus
has to be considered. Many refocus criteria have been proposed
in past years. As a general rule, the best focusing plane is de-
termined by the reconstruction distance for which the consid-
ered criterion function presents an extremum (maximum or
minimum). Gillespie and co-workers [5,6] used self-entropy
(ENTR) as a focus metric based on the phase distribution
of the reconstructed hologram. Ma et al. [7] applied gray-level
variance (VAR) on the intensity distribution of the recon-
structed hologram at different depth planes. In the same
way, Tachiki et al. [8] used gray-level VAR as a criterion in

DH to determine the depth of multiple objects from a single
hologram. Dubois et al. [9] proposed the integrated amplitude
(Md) to determine the refocus distance of objects in DHM.
This measure is similar to the L1 norm. The measurement
is based on the maximum of the scanning curve for Md image,
while it is based on minimum for the phase one. Antkowiak
et al. [10] exploited this work to create an extended focused
image (EFI). The integrated modulus of amplitude is locally
applied to create an image of the microscopic scene where
all objects are in-focus. Note that a criterion similar to the
L2 norm (energy) was also proposed [11–13] and is close to
the VAR criterion. The use of gradient (GRA) as a refocus cri-
terion was discussed in [14]. Langehanenberg et al. and Toy
et al. [15,16] reviewed the application of four focusing tech-
niques [namely, GRA, Laplacian (LAP), VAR and logarithmi-
cally weighted Fourier spectral function (SPEC)] to phase and
amplitude objects, and discussed in detail some of the impor-
tant requirements for application in DHM. Yang and co-work-
ers [17–19] discussed a focus measure called the correlation
coefficient (CC) that was applied to particle image DH. They
reconstructed holograms over a range of depths and created a
sequence of these reconstructions in a volume. Then, the cor-
relation between each of two images at the same distance as half
of the correlation interval from that plane was calculated. The
highest CC indicates the in-focus images. Grare et al. [20] used
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the complex ratio (RC), which is defined as the ratio between
the VAR of the real part on the VAR of the imaginary part
of the reconstructed image. This criterion was applied to digital
in-line holography for particle imaging. Recently, two refocus-
ing methods were discussed by Memmolo et al. [21,22] for
both amplitude and phase objects: the Tamura coefficient
(TC) and the Gini index (GI) [23]. Note that criteria were also
discussed for application to multiwavelength DH [24,25].
Sparse representations can also be used to get refocus in
DH [26]. Recently, Fonseca et al. demonstrated that normal-
ized VAR, standard correlation, and GRA are the most reliable
spatial-based metrics of the literature [27]. Table 1 summarizes
the criteria from the literature with their application domain
(DH, DHM, and in-line DH) on reconstructed object ampli-
tude and/or reconstructed object phase.

Table 1 shows that these criteria were widely applied to am-
plitude and phase and that there is no rule to guide the choice
for one or more of these criteria. It follows that a systematic
approach for studying these criteria has to be implemented,
in order to objectively compare them with the same set of data.
In addition, such an approach has to test the criteria with both
simulated and experimental data. Using simulated data is the
most objective way to verify if the peak (or valley) of the metric
is in good agreement with the exact best focus distance. Using
experimental data is more powerful to test the robustness of the
criteria according to noise and alias, which cannot be always
perfectly simulated. So, in this paper, for holographic particle
imaging, we aim at comparing the refocusing criteria summa-
rized in Table 1 for amplitude and phase images obtained from
off-axis holograms, on the one hand simulated and on the other
hand experimentally recorded. This paper is organized as fol-
lows: Section 2 presents the metrics for each focusing criterion;
Section 3 presents the principle of the simulation that was car-
ried out to test the criteria; in Section 4, the results of the sim-
ulation for both amplitude and phase images of particles are
presented. Section 5 provides the experimental setup and ex-
perimental results to perform the comparative study with
opaque particles. In Section 6, discussion about the results is
provided. Section 7 draws the conclusions to the study.

2. FOCUSING CRITERIA IN DH

As a general rule, the focusing metrics are evaluated on a
selected part of the amplitude or phase of the reconstructed
complex amplitude at a given reconstruction distance d r . In
this paper, we denote Az�k; l� as the amplitude of the complex

field and φz�k; l� its phase. The area on which criteria are evalu-
ated includes K × L pixels. In order to generalize the applica-
tion of the criteria, we note Ψ�k; l� the data on which there are
applied, i.e., amplitude, phase, or complex field. The metrics of
each criterion are described hereafter. Entropy is defined as in
Eq. (1) [5] by

ENTR � −
X
k

pk log�pk�; (1)

where pk is the probability density function of Ψ in the selected
area with K × L pixels. Dubois et al. [9] proposed a metric that
is similar to L1 norm and is defined as

Md �
X
k

X
l

jΨ�k; l�j: (2)

Langehanenberg et al. used four focus metrics to tackle the
problem of autofocusing of reconstructed images of pure phase
objects [15]. They considered GRA, LAP, VAR, and logarith-
mically weighted Fourier SPEC, whose metrics are, respec-
tively, given by the following equations:
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VAR � 1

K L
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l

�Ψ�k; l� − mΨ�2; (5)

SPEC �
X
u

X
v

log�1� F �u; v�Ψ̃�u; v��: (6)

In Eq. (5), mΨ means average value of Ψ over the K × L
pixels. In Eq. (6), F�u; v� is a bandpass filtering applied to
the Fourier transform of Ψ. For this criterion, we consider a
high-pass filtering in the form of a circular binary mask, with
radius Ru in the Fourier spectrum. Note that this criterion can
be interpreted as a radial GRA metric, since the Fourier filtering
selects high spatial frequencies as GRA filtering does. GRA and
LAP metrics detect edges in digital images, and then the edge
sharpness is greater when the reconstruction distance at the best
focus plane is reached. Note that from the estimation of the
VAR, the TC was used to refocus images with sparsity con-
straints [21]. The TC is defined as follows:

TC �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VAR

p

mY

s
: (7)

In 2008, the CC was proposed for digital particle hologra-
phy [17–19]. This metric measures the degree to which two
images are similar. This coefficient metric calculates the ratio

Table 1. Focus Metrics and Their Application Domain

Criteria Amplitude Phase Domain Refs.

ENTR × × DH [5,6]
Md × × DHM [9,10]
GRA × × DHM [14,15,16]
LAP × × DHM [15,16]
VAR × × DHM [7,8,15,16]
SPEC × × DH [15,16,26]
CC × in-line DH [17,18,19]
RC complex field in-line DH [20]
TC × × DH [21,22]
GI × [23]
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between the CC between two images obtained at two different
distances. Basically, it is computed according to Eq. (8), in
which Ψ and Ψ 0 are data at the two considered distances:

CC �
P

k
P

l �Ψ�k; l� − mΨ��Ψ 0�k; l� − mΨ 0 �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
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l
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P
k

P
l
�Ψ 0�k; l� − mΨ 0 �2

r : (8)

Another criterion proposed for digital particle holography
was described by Grare et al. and is based on the ratio between
the VAR of the real part and that of the imaginary part of the
reconstructed complex field [20]:

RC � VAR�Re�Ψ��
VAR�Im�Ψ��

; (9)

where VAR�…� is given by Eq. (5), Re and Im are, respectively,
the real and imaginary part of Ψ (when data Ψ are complex
valued, i.e., Ψ � Ar exp�iφr��. It follows that this criterion
is applied by considering the complex amplitude instead of
the amplitude or the phase of the reconstructed image at dis-
tance d r . In 2014, Memmolo et al. [22] used the GI to evaluate
refocusing image with sparsity constraints. The GI is given by

GI � 1 −
2

kΨk1
X
n

�
N − n� 0.5

N

�
Ψkl �n�; (10)

where k…k1 is the L1 norm, n varies from 1 to K × L, and
Ψkl �n� are the sorted entries of Ψ�k; l� in ascending order.
The GI is well known to be a quasi-convex function, and it
assumes values between 0 and 1.

In this paper, three more criteria are added for comparison:
the average horizontal gradient (GRAX), the average vertical
gradient (GRAY), and the maximum of the LAP in the selected
area (LAPMAX). The GRAX and GRAY can be obtained by
convoluting the data with GRA masks. This can be formalized
according to Eq. (11), where “D” means “X ” or “Y ”; � means
convolution:

GRAD � Ψ � PD (11)

and the GRA masks are defined as

PX �
"
1 1 1
0 0 0
−1 −1 −1

#
PY �

"
1 0 −1
1 0 −1
1 0 −1

#
: (12)

Criterion LAPMAX is calculated as

LAPMAX � max�Ψ � PXY �; (13)

with the LAP mask

PXY �
" −1 −1 −1
−1 8 −1
−1 −1 −1

#
: (14)

In order to get a systematic approach for qualitatively ap-
praising these refocus criteria, a full numerical simulation of

the recording/reconstruction holographic process for particles
was carried out. The next section describes the simulation.

3. SIMULATION OF THE HOLOGRAPHIC
PROCESS

The numerical simulation was developed by taking into ac-
count the full acquisition and reconstruction process, including
the particle, optical-wave propagation, interference pattern, re-
cording and processing, and the final quantitative evaluation of
each criterion. We choose to simulate off-axis DH for particle
imaging that can be opaque or phase particle. The first part of
the full simulation deals with the optical-wave propagation (dif-
fraction, interferences), and the recording process (sensor with
spatial rate, digitization with eight bits and photon noise).
The second part deals with the reconstruction process, in which
the reconstruction distance is varied, and criteria are applied
for each distance. For both diffraction processes at recording
and reconstruction, the angular spectrum transfer function
is used, and convolution is calculated with the double fast
Fourier transform (FFT) algorithm [2]. The wavelength is
set at λ � 457 nm; the pixel pitches in the sensor and object
plane are set to px � py � 10 μm. The sensor and object plane
include 1024 pixels × 1024 pixels. After recovering the com-
plex image field from the digital hologram, amplitude and
phase are extracted, and criteria are systematically applied both
on amplitude and phase.

A. Recording Process
Let E�x; y� be the amplitude distribution of a particle with diam-
eter φp illuminated by a plane wave, and located at distance d 0

from the sensor, as shown in Fig. 1. In what follows, it is con-
sidered that the object field propagates through a distance d 0,
and interferes with a reference wave noted R to produce the holo-
gram H . From the Huygens–Fresnel integral, the complex Md
in the detector plane can be expressed as follows [1–4]:

O�x; y; d 0� �
i

λd 0

exp

�
2iπd 0

λ

�Z �∞

−∞

Z �∞

−∞
E�x 0; y 0�w�x 0; y 0�

× exp
�
iπ
λd 0

��x 0 − x�2 � �y 0 − y�2�
�
dx 0dy 0; (15)

where I � p
− 1, λ is the wavelength of light, and w�x; y� is the

illuminating wavefront. This equation is numerically calculated

Fig. 1. Configuration for off-axis recording with a single beam to
produce both reference and object wave (M, mirror; BSC, beam split-
ter cube); angle θ is related to the spatial frequencies u0 and v0 in
Eq. (18); �x 0; y 0; z�, set of reference axis attached to the object plane;
�x; y; z�, set of reference axis attached to the sensor plane.
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using the convolution theorem and the angular spectrum transfer
function in the Fresnel approximation. Thus, the complex
amplitude in the detector plane can be computed according
to [2–4,28]

O � FT−1�FT�E � × G�; (16)

where the transfer function G is given by Eq. (17):

G�u; v; d 0� � exp�−iπλd 0�u2 � v2��: (17)

In the off-axis configuration, the reference wave is written as

R�x; y� � w�x; y� exp�2iπ�u0x � v0y��; (18)

where u0 and v0 are the spatial frequencies of the reference
wave. In the recording plane, the hologram is expressed as

H � jOj2 � jRj2 � OR� � O�R: (19)

In order to get a more realistic simulation, we considered
that the illuminating wave w�x; y� producing object and refer-
ence waves (see Fig. 1), has Gaussian amplitude (TEM00
mode) with few diffraction patterns as pollution from reflec-
tion/transmission through optics. In addition, the digital holo-
grams were recoded with an 8-bit sensor, and we took into
account the photon noise. by considering that the pixel well
includes 16,000 electrons at saturation.

B. Reconstruction Process
At any distance d r the reconstruction of the complex amplitude
of the object field is based on the convolution formulae of dif-
fraction, similarto Eq. (16), with input data being H . The
processing is as follows: first compute the Fourier transform
of the hologram and select the�1 order by windowed filtering,
get the �1 order at the sensor plane by calculating the inverse
Fourier transform, then remove the spatial carrier frequency by
multiplying by the complex conjugate of the phase term in
Eq. (18). From the �1 order at the sensor plane, the image
plane is obtained with Eq. (16) at any distance d r , and the re-
focus criteria can be applied on amplitude Ar�k; l� and phase
φr�k; l� of the calculated complex field.

C. Illustrations from Simulation
The simulation was performed with a single particle φp �
40 μm in diameter. The initial position of the particle and
the spurious diffraction pattern were randomly selected. The
distance for the particle was found to be d 0 � 80.91 mm.
The particle was chosen to be completely opaque or to be a
pure phase object.

For testing the refocusing criteria, the region of interest
(ROI) was chosen to be 10 times the diameter of the particle.
This means that for this study, the ROI is 41 pixels × 41 pixels
around the image of the particle.

Figure 2 shows images from the simulation. The illuminat-
ing Gaussian amplitude with random spurious patterns is
shown in Fig. 2(a). Figures 2(b) and 2(c) show, respectively,
the digital hologram and reconstructed image for an opaque
particle. Figures 2(d) and 2(e) show, respectively, the digital
hologram for a pure phase-object particle and the reconstructed
phase image. Figure 2(f ) shows a zoom of the ROI for the case
of the reconstructed amplitude of the opaque particle.

4. SIMULATION RESULTS

This section presents the results obtained with the simulation
with both the holograms of the opaque particle and phase-
object particle. For better readability of the curves, criteria
are normalized between 0 and 1. The scanning distance range
was chosen to be d r � fd 0 − 40 mm; d 0 � 40 mmg with steps
of 0.4 mm.

A. Refocusing for an Opaque Particle

1. Refocusing Criteria Applied to the Reconstructed Md
Figures 3(a)–3(d) plot the criteria versus the reconstruction
distance when applied on the reconstructed amplitude Ar from
the reconstructed field with the opaque particle. Figure 3(a)
shows criteria VAR, LAP, LAPMAX, GRA, GRAX, and
GRAY. Curves exhibit a nice bell curve with a peak localized
at reconstruction distance d r � 80.91 mm; Fig 3(b) plots cri-
teria SPEC, ENTR, GI, Md, TC, and RC, whereas Fig. 3(c)
shows the CC criterion. Note that RC was calculated using the
real and imaginary part of the reconstructed complex field, ac-
cording to Eq. (9). Figure 3(d) exhibits the SPEC criterion
when varying the reconstruction distance and the filtering ra-
dius in the Fourier spectrum. Values for Ru varied from 1% to
50% of the spatial cutoff frequency, which is equal to 1∕2px .

Fig. 2. Images from simulation. (a) Gaussian amplitude with ran-
dom spurious patterns; (b) digital hologram for an opaque particle;
(c) reconstructed amplitude image for an opaque particle; (d) digital
hologram for a pure phase-object particle; (e) reconstructed phase
image; (f ) zoom of the ROI for the case of the opaque particle.
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Figures 3(b) and 3(c) show that criteria SPEC, ENTR, GI, TC,
RC, and CC are able to produce a bell curve with a peak local-
ized at reconstruction distance d r � 80.91 mm, which is the
theoretical simulated distance. Note that the curve obtained
with SPEC is very narrow and looks more like a Dirac delta
function rather than a bell curve. The Md criterion exhibits
a minimum that is not localized at d r � 80.91 mm, and
the curve is not regular compared to others. We have no ex-
planation for this behavior, but it seems to be correlated with
Fig. 5 in [9].

The simulation shows that photon noise, quantization
noise, and Gaussian illumination with few spurious patterns
do not disturb the criteria, thus confirming their robustness.
Figure 3(d) shows that SPEC is not sensitive to the choice
of the filtering radius, since a peak is always reached at the good
reconstruction distance, and the obtained curve always remains
highly contrasted.

2. Refocusing Criteria Applied to the Reconstructed Phase
In the same way as in the previous section, the criteria were
applied to the wrapped phase φr extracted from the recon-
structed field with the opaque particle as the initial object.

Figure 4(a) shows criteria VAR, LAP, LAPMAX, GRA,
GRAX, and GRAY. Figure 4(b) plots criteria SPEC, ENTR,
GI, Md, TC, and RC, whereas Fig. 4(c) shows the CC cri-
terion. Figure 4(d) exhibits the SPEC criterion when varying
the reconstruction distance and the filtering radius in the
Fourier spectrum.

Similar to Fig. 3(d), SPEC is not sensitive to the choice of
the filtering radius. In Fig. 4(b), GI and Md do not provide a
curve having a peak at the theoretical distance. For the other
cases, curves exhibit a reverse bell curve showing a clear valley,
as was found in the literature when applying criteria to the
phase. Note that the bell-type curves are highly contrasted.

B. Refocusing for a Phase-Object Particle

1. Refocusing Criteria Applied to the Reconstructed Md
In this section, refocusing criteria are applied to the amplitude
image obtained from the pure phase-object particle hologram.
Figures 5(a)–5(d) plot the criteria versus the reconstruction dis-
tance. Figure 5(a) shows criteria VAR, LAP, LAPMAX, GRA,
GRAX, and GRAY. Figure 5(b) plots criteria SPEC, ENTR,
GI, Md, TC, and RC, whereas Fig. 5(c) shows the CC cri-
terion. Figure 5(d) exhibits the SPEC criterion when varying
the reconstruction distance and the filtering radius in the
Fourier spectrum. Figure 5(a) shows a minimum peak for

Fig. 3. Comparison of refocusing criteria versus reconstruction dis-
tance for opaque object, applied to the reconstructed amplitude.
(a) Criteria VAR, LAP, LAPMAX, GRA, GRAX, and GRAY; (b) cri-
teria SPEC, ENTR, GI, Md, TC, and RC; (c) criterion CC; (d) SPEC
criterion when varying the reconstruction distance and the filtering
radius in the Fourier spectrum.

Fig. 4. Comparison of refocusing criteria versus reconstruction dis-
tance for opaque object, applied to the reconstructed phase.
(a) Criteria VAR, LAP, LAPMAX, GRA, GRAX, and GRAY; (b) cri-
teria SPEC, ENTR, GI, Md, TC, and RC; (c) criterion CC; (d) SPEC
criterion when varying the reconstruction distance and the filtering
radius in the Fourier spectrum.

Fig. 5. Comparison of refocusing criteria versus reconstruction dis-
tance for phase-object particle, applied to the reconstructed Md.
(a) Criteria VAR, LAP, LAPMAX, GRA, GRAX, and GRAY; (b) cri-
teria SPEC, ENTR, GI, Md, TC, and RC; (c) criterion CC; (d) SPEC
criterion when varying the reconstruction distance and the filtering
radius in the Fourier spectrum.
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all criteria when the focus plane is reached at a distance of
80.91 mm. Figures 5(b) and 5(c) also shows a minimum peak
for the same value of the reconstruction distance for the criteria
ENTR, TC, and RC. However, SPEC, Md, and GI do not
show such a peak at the theoretical distance. Figure 5(d) shows
that there is no optimum choice for the filtering radius for the
SPEC criterion that fails to give the correct focus distance, in
this case.

2. Refocusing Criteria Applied to the Reconstructed Phase
In this section, refocusing criteria are applied to the modulo 2π
phase image obtained from the pure phase-object particle holo-
gram. Figures 6(a)–6(d) plot the criteria versus the reconstruct-
ing distance. Figure 6(a) shows criteria VAR, LAP, LAPMAX,
GRA, GRAX, and GRAY. Figure 6(b) plots criteria SPEC,
ENTR, GI, Md, TC, and RC, whereas Fig. 6(c) shows the
CC criterion. Figure 6(d) exhibits the SPEC criterion when
varying the reconstruction distance and the filtering radius
in the Fourier spectrum.

For this case, there are no curves exhibiting regular and sym-
metric shape such as bell-type ones, but the large majority has
the peak or the valley at the correct focus distance. Only TC,
GI, and Md do not exhibit such a feature. Surprisingly, Md fails
in this case, but it was developed for quantitative phase imaging
in DHM. The reason for this behavior in this paper is certainly
due to the fact that it is here applied on the wrapped phase. In
related papers, it is generally applied to the unwrapped phase.
Unfortunately, the phase image of the particle cannot be un-
wrapped.

5. EXPERIMENTAL RESULTS

A. Experimental Setup
In order to get a complementary overview on how the criteria
may provide accurate focus distance, the criteria were applied
on experimental phase and amplitude images obtained from

experimental digital holograms of particles. The experimental
setup is described in Fig. 7. A laser at λ � 457 nm is separated
using a polarizing beam splitter to produce the reference and ob-
ject beams. Both beams are expanded with spatial filtering and a
collimating lens. The reference beam impacts the sensor with an
incident angle producing an off-axis recording (see Fig. 1). The
object beam crosses the particle plane. The sensor includes
1024 pixels × 1344 pixels with pixel pitches at 6.45 μm. At
any reconstruction distance, the complex image is reconstructed
using the convolution formulae of Eq. (16) with the �1 order
as input data. Then, from the complex field, the amplitude
image and phase image are computed and refocus criteria are
calculated. The scanning distance range was chosen to d r �
fd 0 − 80 mm; d 0 � 80 mmg, with steps of 0.8 mm.

The object is a noncalibrated opaque particle with average
diameter at about 150 μm (equivalent to about 32 pixels in the
reconstructed plane). The particle falls in free fall in a quartz
tank, with volume 1 cm × 1 cm × 4.5 cm, and filled with
water. The particle in the tank is at about 300 mm from
the sensor. The ROI for applying criteria is 	40 pixels around
the center of the particle, such that it completely covers the
surface occupied by the image of the particle. This was chosen
so that the ROI encompasses the particle. If the ROI is too close
to the particle, the criteria are not relevant and they are spread
out. If the ROI is too large, then they become strongly irregular,
exhibiting nonunderstood rapid variations versus distance scan.
Before recording any digital hologram, a reference hologram
without any particle in the optical path is recorded.

Digital holograms are processed as follows: the hologram is
Fourier transformed and filtered to get the�1 order at the sensor
plane; demodulation is carried out similar to simulations (see
Section 3). Then, the complex field at the sensor plane is propa-
gated along the reconstruction distance by convolution with the
angular spectrum transfer function. The amplitude image is sys-
tematically divided by that obtained from the reference hologram.
The reference phase image is systematically subtracted from the
reconstructed object phase. Figure 8 shows the results obtained
from the particle. Figure 8(a) shows the digital hologram of the

Fig. 6. Comparison of refocusing criteria versus reconstruction dis-
tance for phase-object particle, applied to the reconstructed phase.
(a) Criteria VAR, LAP, LAPMAX, GRA, GRAX, and GRAY; (b) cri-
teria SPEC, ENTR, GI, Md, TC, and RC; (c) criterion CC; (d) SPEC
criterion when varying the reconstruction distance and the filtering
radius in the Fourier spectrum.

Fig. 7. Experimental setup. PBS, polarized beam splitter; SF, spatial
filter; L, collimating lens; M, mirrors; CCD, recording sensor; λ∕2:
half-wave plate.
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particle, and Fig. 8(b) exhibits the reconstructed amplitude at dis-
tance 300 mm. Figure 8(c) shows the reconstructed phase images.
The ROI (80 pixels × 80 pixels) for application of refocus criteria
is indicated with the red line in Figs. 8(b) and 8(c).

B. Refocusing Applied to Reconstructed Md Images
Following the approach of Section 4, the criteria were applied to
the reconstructed amplitude images. Figures 9(a)–9(d) plot the
criteria versus the reconstructing distance for the amplitude im-
age. Figure 9(a) plots VAR, LAP, LAPMAX, GRA, GRAX, and
GRAY. Figure 9(b) plots SPEC, ENTR, GI, Md, TC, and RC,
and Fig. 9(c) plots CC, whereas in Fig. 9(d) SPEC is plotted
versus distance and filtering radius in the Fourier spectrum.
There are criteria exhibiting a maximum or minimum at the
probable correct distance at about 300 mm, except ENTR.
Criteria VAR, GRA, GRAX, GRAY, LAP, LAPMAX, TC,
RC, SPEC, and CC produce a maximum peak at distance
300 mm. One can observe that Md and GI produce a minimum
valley. However, only VAR, TC, RC, and Md exhibit a very
regular bell-type curve, with a highly contrasted peak or valley.

The other criteria exhibit a nonsymmetric and nonregular
curve, but the maximum is in coincidence with the other
maxima. Surprisingly, and this is unexplained, the ENTR
criterion exhibits a secondary peak at the correct distance.

C. Refocusing Applied to Reconstructed Phase
Images
In the same way as for the previous section, this section shows
the results obtained with application of criteria to the recon-
structed phase images of the particle [see Fig. 8(c)]. Note that
strictly speaking the real object being an opaque object (opaque
particle), the phase image would be irrelevant to apply any cri-
teria. However, there do exist sharp transitions at the border
between air and object in the phase, even if the particle com-
pletely blocks light [see Figs. 8(b) and 8(c)]. So, such sharp
transitions are of interest to test the criteria. Figures 10(a)–
10(d) shows the selected criteria.

Figure 10 shows that criteria VAR, LAP, CC, RC, ENTR,
Md, and SPEC exhibit a significant peak (VAR, LAP, RC,
SPEC) or valley (ENTR, CC, Md) at the probable focus dis-
tance. The other criteria fail to produce any peak or valley. In
addition, Figs. 9(d) and 10(d) show that SPEC is not influ-
enced by the filtering parameters when varying the filtering ra-
dius Ru from 1% to 50% of the spatial cutoff frequency (see
Section 4.A). Note that CC, RC, and ENTR exhibit a very
regular curve, whereas it is not the case for the other criteria,
since they look more fluctuating.

The ENTR criterion seems to be more robust with the
phase image than with the amplitude image.

D. Comparison of Computation Time
The computation cost of the criteria was evaluated with
MATLAB on a laptop equipped with Intel Core i7-2600
3.40 GHz with 8 GB RAM. The computation times were

Fig. 8. Experimental results. (a) Digital hologram of particle;
(b) reconstructed amplitude at distance 300 mm; (c) reconstructed
phase image with ROI indicated with the red line and occupying
80 pixels × 80 pixels.

Fig. 9. Comparison of refocusing criteria versus reconstruction distance
for particle reconstructed amplitude. (a) Criteria VAR, LAP, LAPMAX,
GRA, GRAX, and GRAY; (b) criteria SPEC, ENTR, GI, Md, TC, and
RC; (c) criterion CC; (d) SPEC criterion when varying the reconstruction
distance and the filtering radius in the Fourier spectrum.
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estimated as an average time for the calculation of 80 values for
80 reconstruction distances. Table 2 provides the estimated
average computation times given in milliseconds. The SPEC
is the longest one, because it requires filtering in the Fourier
spectrum and thus requires FFT computation. Then, CC also
is longer than the other ones, since it is based on computation
of a CC. All other average values are in the range of few tens or
hundreds of microseconds. Of course, such results do not pre-
vent optimized computation, such as with GPU for example,
which would be quite a bit faster. Table 2 provides a relative
ranking according to the computation costs.

6. DISCUSSION

Results obtained through Section 4 with simulation and
Section 5 permit us to draw a few general rules, although it

is not so easy to provide systematic rules for applying the re-
focus criteria studied in this paper. First of all, many of the re-
focus criteria are able to produce a peak or a valley when the
distance by considering a reconstructed amplitude image is
scanned. This is demonstrated both with simulation results
and experimental results with the particle. For the phase images
obtained from phase particle, simulation shows that VAR and
CC are the most robust criteria that can yield the correct dis-
tance. For the phase images obtained from experiment with a
particle, few criteria produce a regular curve with a peak or a
valley: CC, RC, and ENTR. Surprisingly, ENTR does produce
such a regular curve for the phase image, whereas it does not for
the amplitude image [see Fig. 9(b)]. The reasons for such re-
sults are not clear. The more robust criterion with experimental
data is CC because it provides regular and very well-contrasted
curves (peak or valley) with both amplitude and phase. The
reason for that might be that criterion CC is based on corre-
lation calculation, and such an approach is very resistant to
noise and other signal fluctuations. Criterion RC includes a
very symmetric and regular curve: it uses both the real and
imaginary part of the reconstructed complex field, and this
means that it takes benefit from both amplitude and phase en-
coded in the real and imaginary parts. The SPEC criterion is
found to have the highest computational cost due to the need
for calculating FFT. The SPEC is a relatively robust criterion
for amplitude and phase images, although it requires FFT com-
putation. Note also that the peak or valley is not very sensitive
to the filtering parameters (filtering radius), which may vary
over a wide range of values. Criteria that are able to produce
a regular curve with a distinguishable peak are of major interest.
This point is important, because this means that for criteria
exhibiting a regular curve, this curve can be fitted by an ana-
lytical mathematical function. This provides a considerable ad-
vantage compared to other criteria because, using such
modelling, the distance scan would not require so many
distance computations to determine the peak (or valley) and
to determine the optimal distance using least square fitting,
for example. Considering this point, CC and RC criteria are
certainly the more adapted to such an approach.

7. CONCLUSION

This paper proposes a quality assessment of focusing criteria for
particle imaging in digital off-axis holography. A set of 13 criteria
was investigated. Simulations were carried out to generate digital
holograms of opaque and phase particles by taking into account
some alias and noise. Refocus criteria were applied to both am-
plitude image and phase image obtained from off-axis digital
holographic simulations. This was also conducted in the same
way by considering experiments with a noncalibrated opaque
particle. The computational costs were estimated for each cri-
terion. In order to briefly summarize the results obtained within
this study, it was found that the most robust criteria are the CC
[17–19] and the RC [20]. Such criteria are able to systematically
produce a regular curve with a peak or a valley at the correct focus
distance; for this reason they are of major interest. Such a regular
curve could be fitted by analytical equation, and this modelling
would not require too many distance computations to determine
the peak (or valley) and to determine the optimal distance by

Fig. 10. Comparison of refocusing criteria versus reconstruction
distance for particle reconstructed phase. (a) Criteria VAR, LAP,
LAPMAX, GRA, GRAX, and GRAY; (b) criteria SPEC, ENTR,
GI, Md, TC, and RC; (c) criterion CC; (d) SPEC criterion when vary-
ing the reconstruction distance and the filtering radius in the Fourier
spectrum.

Table 2. Average Computation Time of Criteria

Criteria
Number of Reconstructed

Planes
Average Processing

Time (ms)

GRAX 80 0.124
GRAY 80 0.107
GRA 80 0.093
LAP 80 0.134
LAPMAX 80 0.084
VAR 80 0.439
SPEC 80 4.300
Md 80 0.075
ENTR 80 0.075
TC 80 0.070
GI 80 0.125
RC 80 0.133
CC 80 1.100
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least square fitting with a reduced set of reconstructed images.
Future work will consider such an approach for high-speed re-
focusing in digital holographic particle imaging.

Funding. Ministère de l’Enseignement et de la Recherche
Scientifique, Algérie (381/PNE/ENS/FRANCE/2015-2016).
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