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A B S T R A C T

Mechanical metamaterials with multistability can support transition waves, propagation fronts that change
the state of the material as they progress, and thus confer reconfigurability. The next step is to control where
and when the transition wave is triggered. In this work, motivated by the existence of discrete breathers in
Klein–Gordon lattices, we demonstrate that colliding moving breathers are able to trigger transition waves
in bistable mechanical systems. We numerically generate counter-propagating breathers using drivers located
at both ends of a finite bistable lattice, and when they collide, transition fronts can be formed. Our study
reveals that fine-tuning the generated breathers allows us to control where the transition front forms in the
system, and enables complex collision and transition wave triggering scenarios. The parameters of the system
considered have been chosen according to experimental works on bistable lattice models under the presence
of an asymmetric bistable on-site potential. Consequently, the method we propose for the remote generation
of transition waves offers a new way of finely controlling the reconfiguration of mechanical systems with
multiple equilibrium states.
. Introduction

Bistability or even multistability is very common in nature. It is
sed and can be found in a great variety of systems and is a key
ngredient across scales and processes, e.g. dislocations in crystal lat-
ices [1–4], domain walls in magnetic systems [5–8], structural phase
ransitions [9–11], solitons in polyacetylene [12] or DNA [13,14],
icromechanical systems [15,16], buckled beams [17,18], just to name
few.

All these examples share common features regarding the theoretical
ools used to describe the processes arising from bistability. Recently,
lexible mechanical metamaterials (FlexMMs) [19], which can be de-
ined as artificial, architected structures possessing the ability to deform
ubstantially, repeatedly and reversibly [20], are the subject of an
mportant scientific interest for several reasons, (i) the great variety
f structures that can now be fabricated, (ii) the new modeling and
imulation tools to describe their behavior, (iii) the range of appli-
ations in engineering and beyond. Indeed, advanced manufacturing
echniques, such as multimaterial additive manufacturing, additive
D polymer printing and laser cutting [21], are now widely avail-
ble, giving the opportunity to design mechanical metamaterials with,
.g., negative Poisson’s ratio [22,23], negative thermal expansion [24],
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negative compressibility [25], negative density or mass [26] and topo-
logically protected states [27–29]. These extreme or fine properties
have potential uses and applications [30,31], e.g., as programmable
structures [32], soft robots [33–35], energy harvesters [36–38], energy
absorbers [39] and mechanical logic devices [40].

Among the others, FlexMMs which are able to support non-linear
waves can also be manufactured [41] and accurately modeled. For
example, vector solitons [42] and their collisions [43] have been an-
alyzed in systems with coupled rotational and translational degrees of
freedom, rarefaction solitary waves [44,45] in strain-softening mate-
rials, solitary waves in systems with bistable coupling elements [46]
or bistable on-site potential [47] and transition waves in multi-stable
systems [48–52]. The latter non-linear waves, of particular interest
here, are transition waves or wavefronts that can propagate along a
lattice exhibiting multistability. They separate domains which are in
distinct stable states, representing as such a reconfiguration front of the
FlexMM. Because of this, controlling in space and time the generation
and the spreading of transition waves in FlexMM paves the way for the
controllable mechanical reconfiguration of advanced structures.

Until now, despite the numerical, analytical and experimental in-
vestigation on non-linear FlexMMs, there is a lack of understanding of
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their dynamic response under modulated wave excitations, such as vi-
brations induced by drivers at a given position of the sample which is a
common experimental technique to excite a structure. Furthermore, the
generation of transition waves is most often induced quasi-statically,
and their dynamics or spatio-temporally controllable generation stays
almost unexplored. As a consequence, the high level of control that
multistable FlexMMs offer cannot be fully exploited. Nevertheless,
from the existing studies it is demonstrated that in order to produce
transition waves, large amplitude excitations (local deformations of
30%–50%) are usually required [49–52].

It has also been reported that transition waves can be triggered
remotely, within a multi-stable chain of rotating units and not only
at its boundary, by the collision of two counter-propagating solitons
generated at both ends of the multi-stable FlexMM [53]. These pulse
solitons, analogous to KdV solitons, have a spatial extent of 5-10 unit-
cells of the FlexMM and whether or not they nucleate a transition
wave upon collision mostly depend on their amplitude (or equiva-
lently energy, or velocity, or width), via a threshold effect. A step
forward has recently been taken in the same vein by analyzing a two-
dimensional collision configuration of these impulse solitons, offering
richer collision scenarios and results [53]. Interestingly, some of the
systems studied earlier for transition waves are nonlinear Klein–Gordon
lattices [21], known as well to support envelope solitons [54]. Conse-
quently, the questions we ask are the following: can we make use of the
collision of robust modulated waves such as envelope solitons to trigger
transition waves in multi-stable nonlinear Klein–Gordon lattices, and
what are the collision conditions to achieve transition wave nucleation?

Therefore, in the present article, we consider a one-dimensional
Klein–Gordon model and, starting from the existence of intrinsic lo-
calized propagating modes in non-linear lattices, we show that under
certain conditions, their collisions can trigger the generation of tran-
sition waves. In addition, to allow for an experimentally realizable
configuration, we produce these modes using drivers located at the
extremities of the chain. Because the drivers can be activated at con-
trolled times, excited wave-packets can collide at different locations in
the lattice, allowing us to control the excitation of transition waves in
space.

The remainder of this article is organized as follows. In Section 2
starting from the discrete model under consideration and the corre-
sponding equations of motion, we present the necessary linear and
non-linear wave properties of the system. Then, we proceed to the
presentation of the method we use in order to study numerically our
system. In Section 3 we apply our method to a specific lattice whose
parameters provide the desired dynamical response, and are selected in
light of theoretical criteria defining the properties of moving discrete
breathers as discussed in Section 2. Because we use dimensionless pa-
rameters, they can easily be adjusted in order to capture the dynamics
of already existing structures. Finally, we point out the conditions
under which a transition wave triggering can occur, providing a sys-
tematic procedure for its spatio-temporal control. The last section is
a summary of our findings and some remarks on the experimental
investigation of our numerical results.

2. Theory

2.1. Description of the system and its linear properties

In the present work we are interested in a chain of coupled me-
chanical elements as shown in Fig. 1 . This configuration is inspired by
experimental settings in [49,50] that support transition waves. In par-
ticular, we consider that each element consists of a mass that is located
at the middle of a buckled elastic beam indicated by thick solid curves
in Fig. 1. Analysis of the potential energy produced by such buckled
beams shows that the on-site bi-stable potential can be approximated
by a polynomial function of displacement [50]. The bistable mechanical
elements are coupled to their neighbors through linear longitudinal
2

Fig. 1. (a) Schematic representation of the considered chain of linearly coupled bistable
elements. The filled circles represent the masses and the curved black lines the buckled
beams that are bistable. (b) The potential produced by the buckled beams and described
by Eq. (2) for 𝑉2 > 0. The blue and the red filled circles correspond to masses
placed in the local and the global equilibrium point of the potential, respectively. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

springs. Masses are able to move along the horizontal direction only,
i.e. longitudinal displacements are considered.

The Hamiltonian of such system, neglecting the losses, can be
written as,

 =
𝑁−1
∑

𝑛=0

[𝑚
2
𝑢̇2𝑛 +

𝐺
2
(𝑢𝑛+1 − 𝑢𝑛)2 + 𝑉 (𝑢𝑛)

]

, (1)

where 𝑢𝑛 is the relative displacement of each mass 𝑛 from its equilib-
rium position, 𝑚 is the mass, 𝐺 is the stiffness of coupling springs be-
tween neighboring masses and 𝑉 (𝑢𝑛) is an on-site asymmetric bistable
potential given by the following expression [49],

𝑉 (𝑢𝑛) =

(

𝑉1𝑢2𝑛
2

−
𝑉2𝑢3𝑛
3

+
𝑉3𝑢4𝑛
4

)

, (2)

where 𝑉1,2,3 are constants defining the potential’s strength and shape
(Fig. 1). If 𝑉1, 𝑉3 > 0 and 𝑉 2

2 > 4𝑉3𝑉1, the potential has two stable
equilibrium points at

𝑢eq =

⎧

⎪

⎨

⎪

⎩

0,
𝑉2
2𝑉3

+

√

√

√

√

𝑉 2
2

4𝑉 2
3

−
𝑉1
𝑉3

⎫

⎪

⎬

⎪

⎭

, (3)

which are separated by an energy barrier

𝑉bar =
1
12

(3𝑉1 + 𝑉2𝑢bar )𝑢2bar , (4)

located at

𝑢bar =
𝑉2
2𝑉3

−

√

√

√

√

𝑉 2
2

4𝑉 2
3

−
𝑉1
𝑉3

. (5)

The Hamiltonian of Eq. (1) leads to the following equation of motion
for each mass 𝑛,

𝑚
𝑑2𝑢𝑛 = 𝐺(𝑢 + 𝑢 − 2𝑢 ) − (𝑉 𝑢 − 𝑉 𝑢2 + 𝑉 𝑢3). (6)

𝑑𝑡2 𝑛+1 𝑛−1 𝑛 1 𝑛 2 𝑛 3 𝑛
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Introducing the following dimensionless quantities,

𝑇 =
√

𝐺
𝑚
𝑡 = 𝜔0𝑡, 𝑈𝑛 =

𝑉2𝑢𝑛
𝑉1

,

𝜆2 =
𝑉1
𝐺

and 𝛽 =
𝑉1𝑉3
𝑉 2
2

,
(7)

we can simplify Eq. (6) into,

𝑑2𝑈𝑛

𝑑𝑇 2
= (𝑈𝑛+1 + 𝑈𝑛−1 − 2𝑈𝑛) − 𝜆2(𝑈𝑛 − 𝑈2

𝑛 + 𝛽𝑈3
𝑛 ). (8)

In the linear limit the equations of motion are written as,

𝑑2𝑈𝑛

𝑑𝑇 2
= (𝑈𝑛+1 + 𝑈𝑛−1 − 2𝑈𝑛) − 𝜆2𝑈𝑛, (9)

which is the well-known discrete Klein–Gordon equation possessing the
following linear dispersion relation,

𝜔(𝑘𝑎) =
√

𝜆2 + 4 sin2 𝑘𝑎
2
, 𝑘𝑎 ∈ [0, 𝜋], (10)

where 𝑎 is the lattice period and 𝑘𝑎 is considered as the normalized
wavenumber. From Eq. (10) we see that the linear spectrum is confined
within a single band with frequencies 𝜔 ∈ [𝜆,

√

𝜆2 + 4].

2.2. Non-linear solutions of the system — discrete breathers

Among the various solutions of Eq. (8), we focus here on the discrete
breathers [55,56], namely time-periodic and spatially localized nonlin-
ear solutions, for which the central 𝜔br and all the higher-harmonic
frequencies 𝑛𝜔br lie outside of the linear spectrum. This determines a
minimum value for the on-site potential’s strength of 𝜆 >

√

4∕3 for
which 2𝜔br >

√

𝜆2 + 4.
In contrast to breathers of continuous wave equations, we note

that in discrete lattices, because of the broken continuous transla-
tional symmetry, discrete breathers can propagate only under spe-
cific conditions [57,58]. The latter can usually be interpreted us-
ing a Peierls–Nabarro potential [59], but can also be interpreted
through the strength of discrete effects. The properties of moving
breathers have been studied in various contexts including Fermi–Pasta–
Ulam–Tsingou lattices [60], Peyrard–Bishop model for DNA [61], mass
dimers [62], Klein–Gordon lattices [63,64] and discrete non-linear
Schrödinger models [65–67]. In addition, their collisions have been
studied for several systems including Klein–Gordon lattices [63,64] and
discrete non-linear Schrödinger models [65–68]. However, in context of
bistable FlexMMs for which the lump-element approach corresponds to
a Klein–Gordon lattice with asymmetric on-site potential, see Eq. (9),
there is no previous study on the existence, mobility or collision of
discrete breathers to the best of our knowledge.

2.3. Numerical approach

Here we describe the methodology to obtain discrete breathers of
Eq. (9) numerically. For a discrete breather of a given period 𝑇br =
2𝜋∕𝜔br , we find solutions of the following set of equations

𝐗[𝑇br ;𝐗(0)] − 𝐗(0) = 0, (11)

where 𝐗(𝑇 ) = [𝑈1(𝑇 )⋯𝑈𝑁 (𝑇 ) 𝑈̇1(𝑇 )⋯ 𝑈̇𝑁 (𝑇 )]𝑇 and 𝑈𝑛, 𝑈̇𝑛 satisfy

⎧

⎪

⎨

⎪

⎩

𝑑𝑈𝑛
𝑑𝑇

= 𝑈̇𝑛

𝑑𝑈̇𝑛
𝑑𝑇

= (𝑈𝑛+1 + 𝑈𝑛−1 − 2𝑈𝑛) − 𝜆2(𝑈𝑛 − 𝑈2
𝑛 + 𝛽𝑈3

𝑛 ).
(12)

This set of equations can be solved iteratively using a Newton–Raphson
method using a sufficiently good initial guess. In order to have such an
initial guess, we follow Ref. [54], focusing on slowly varying standing
envelope solutions at 𝑘 = 0 and correspondingly with 𝜔 = 𝜆, having the
form

𝑈 (𝑇 ) = 𝜀𝐹𝑒−𝑖𝜆𝑇 + 2𝜀2|𝐹 |

2 − 𝜀2 𝐹 2𝑒−2𝑖𝜆𝑇 + c.c., (13)
3

𝑛 3
Fig. 2. (a) Frequency regimes where breathers, linear modes and breather’s second
harmonic are predicted. The breather’s amplitude 𝐴br as function of frequency is also
depicted. In the inset, the spatial profile of a breather with frequency 𝜔br = 1.32 (black
marker) is shown. (b) Time evolution of the displacement imposed to a driven unit to
excite the breather. (c) Propagation along a lattice of 𝑁 = 101 elements of the moving
breather produced by the driving profile depicted in (b). The breather’s characteristics
are (𝐴br , 𝜔br , 𝑞𝑎) = (1.00, 1.32, 0.3).

where 𝜀 is an arbitrary small parameter and 𝐹 is a slow varying
envelope.

In particular we consider that 𝐹 = 𝐹 (𝜏, 𝜉) where 𝜏 = 𝜀2𝑇 , 𝜉 = 𝜀𝑛𝑎
are the slow time and the continuous space variable respectively. Using
this approach and the multiple scales method, 𝐹 satisfies the following
non-linear Schrödinger equation (NLS) [54]

𝑖 𝜕𝐹
𝜕𝜏

+ 𝑃 𝜕2𝐹
𝜕𝜉2

+𝑄|𝐹 |

2𝐹 = 0, (14)

where the parameters 𝑃 ,𝑄 are given by

𝑃 = 𝑎2

2𝜆
, 𝑄 = 𝜆

6
(10 − 9𝛽). (15)

For our systems parameters 𝑎, 𝛽, 𝜆, we have 𝑃𝑄 > 0, which corre-
sponds to the so-called focusing NLS equation admitting the following
bright soliton solution [54],

𝐹 (𝜏, 𝜉) = sech

(
√

𝑄
2𝑃

𝜉

)

𝑒𝑖
𝑄
2 𝜏 . (16)

The solutions obtained using Eqs. (13) and (16) provide a good
initial guess for the Newton–Raphson iterative method and are ex-
pected to converge to localized breathers with frequencies 𝜔br below
(but close to) the low-frequency limit of the linear mode band, due
to the softening non-linearity. Higher amplitude solutions and their
stability can be obtained by performing a continuation on the breathers
frequency 𝜔br and Floquet linear stability analysis (see Appendix for the
stability diagram and the details).

The amplitude dependence on the possible breather’s frequency
is depicted in Fig. 2(a). For this figure and all the figures presented
afterwards the lattice parameters are set equal to 𝛽 = 0.2 and 𝜆 = 1.5.
This choice is reasonable since 𝛽 = 0.2 is an experimentally measured
value [49] and 𝜆 = 1.5 ensures that discrete effects are not strong
and non-radiative breathers exist. In Fig. 2(a) it is shown that for
the chosen parameters, breathers with the second harmonic above the
linear frequency band exist for 𝜔∗ < 𝜔br < 𝜆.

The obtained discrete breathers are stationary and thus not suitable
for our purpose. In order to obtain a moving discrete breather we make
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𝑇

use of the following ansatz (see [64]),

𝑈𝑛(𝑇 = 0) = 𝑈S cos[𝑞𝑎(𝑛 − 𝑛0)],

𝑈̇𝑛(𝑇 = 0) = 𝑈S sin[𝑞𝑎(𝑛 − 𝑛0)],
(17)

where 𝑞𝑎 is a free parameter and 𝑈S is the spatial profile of the
standing breather we obtained. For different values of 𝑞𝑎, a breather
can propagate with different velocities 𝑣br .

Having in mind usual experimental constraints, we want to mimic
the experimental excitation of moving discrete breathers using external
drivers located at the two extremities of the finite structure. In order
to obtain a driving profile 𝑈dr , we let a moving breather propagate and
we keep record of an element’s displacement as function of time. This
driving profile can be used in order to excite a moving breather with
amplitude 𝐴br . In Fig. 2(b) we depict a driving profile obtained in order
to generate the moving breather of Fig. 2(c) which propagates along the
lattice. In the above simulations of the flexMM, the equations of motion
Eq. (8) are integrated with a 4th order Runge–Kutta method.

3. Moving breathers and transition waves

Our first objective is to trigger transition waves by the collision of
moving breathers generated by drivers at the extremities of the flexMM,
as it is depicted in the left panel of Fig. 3. For simplicity, in the rest of
the article we focus on collisions of identical moving breathers, i.e. they
have the same amplitude and velocity. In the right panel of Fig. 3, we
illustrate the different stages of this collision and triggering process;
starting with a configuration for which all the bistable elements are in
the first stable equilibrium (see blue points and 𝑈𝑛 = 0), the system
ends up with all the bistable elements oscillating around the second
stable equilibrium (see orange points and 𝑈𝑛 ≃ 3.6).

In particular, the system is first driven at its two boundaries using
the signal obtained by the method described in Section 2.3 which
generates two counter-propagating breathers moving along the lattice.
When the breathers collide, a structural reconfiguration may be trig-
gered and two transition fronts start to propagate apart, as visible
in Fig. 3. The propagation of these fronts then gradually switch the
bistable elements towards the second stable configuration.

In the following, we present in details the conditions under which
this reconfiguration takes place. In general, our study reveals that the
generation of transition waves can be controlled by three parameters:
(i) the breather amplitude 𝐴br , (ii) the relative phase difference of moving
breathers at the moment of the collision 𝛥𝛷0 and (iii) the phase of
moving breathers at the moment of collision, which we denote as
collision phase. Regarding the breather’s amplitude dependence, we
numerically found the threshold (𝐴𝑏𝑟 > 0.92) beyond which the trig-
gering is possible, highlighted by the red shaded area in Fig. 2(a),
and similar to what has been recently reported for long-wavelength
soliton collision [53]. In the next subsections, we focus on the other
two parameters.

3.1. Effect of relative phase difference

In the context of discrete non-linear Schrödinger systems, it is
known that the outcome of the collision of discrete breathers crucially
depends on their relative phase. Yet, among the different interactions
possible, we focus here on the attractive and the repulsive ones, because
the first can lead to the formation of transition fronts and the second
gives us the ability to change the direction of breathers motion upon
reflection with negligible radiation. In particular, the interaction can
be attractive and highly inelastic for in-phase breathers, or repulsive
and almost elastic for out-of-phase breathers [69]. We note that the
collision of non-linear waves in discrete systems is in general inelastic.
Only discrete systems with special discretizations (e.g. Ablowitz–Ladik
model) can host elastic collisions.

In our case, a relative phase between the two discrete breathers can
be induced by an arbitrary time delay between the two drivers. When
4

two identical breathers are generated with a time difference 𝛥𝑇0, their
relative phase is equal to

𝛥𝛷0 = 𝜔br𝛥𝑇0. (18)

Figs. 4(a), (c) show that in-phase moving breathers (𝛥𝛷0 mod 2𝜋 =
0) create a high amplitude excitation during collision due to their
mutual attractive interaction. We notice that this high amplitude ex-
citation does not always lead to the triggering of transition waves [see
Fig. 4(c)]. On the contrary, Fig. 4(b) shows that out-of-phase moving
breathers (𝛥𝛷0 mod 2𝜋 = 𝜋) interact repulsively. These observations
are in agreement with the literature on discrete NLS systems [69] and
Klein–Gordon lattices [63,64].

3.2. Effect of collision phase

We have shown up to now that the triggering of transition waves
using identical moving breathers requires: (i) a certain breathers ampli-
tude threshold and (ii) the breathers to be in-phase. However, Fig. 4 in-
dicates that there is one more parameter to be considered, the collision
phase.

Let us first assume that we simultaneously excite two counter-
propagating identical breathers with a relative distance
𝑑
𝑎
= (𝑁 − 1). (19)

By construction, their collision occurs at the center of the lattice,
which is either at one site or in between two sites depending on the odd
or even number of units, and the only parameter that may influence the
collision outcome is the phase of the breathers at the collision point. To
investigate the effect of this collision phase, we perform simulations
using various lattice lengths, thus changing the collision time and in
turn the collision phase. An estimation of the collision phase can be
sought as follows: the time needed for a single breather to move by one
site is 𝛥𝑇1 = 1∕𝑣br . Thus the phase shift of the breather arriving at the
center of the lattice, due to the propagation over 𝑁∕2 lattice points,
is 𝑁𝜔br∕2𝑣br . However, an extra phase shift is expected due to the
interaction which cannot be described analytically. Thus we study the
role of the collision phase on the outcome of the collision numerically.

Such a numerical qualitative analysis is illustrated in Fig. 5 where
different collision outcomes are reported for different lattice lengths.
In general, and for all explored moving breathers, we observe three
main outcomes. On the one hand, panel (a) (with 𝑁 = 66) and (c)
(with 𝑁 = 68) of Fig. 5, show the case where the collision outcome
consists of two counter-propagating localized wavepackets. On the
other hand, for 𝑁 = 67 in panel (b), a different outcome is a non-
traveling localized oscillation formed at the collision point. In both
the aforementioned scenarios, we observe the generation of additional
low-amplitude waves due to the inelastic collision. The most relevant
outcome, for our purposes, is shown in Fig. 5(d) where after the
collision of the breathers, a transition wave is formed and at finite times
all the elements migrate and oscillate around the global minimum of
the potential.

In Fig. 6 we present the outcome of in-phase moving breathers
collision for three values of the time difference 𝛥𝑇0 (or relative phase)
and two values of lattice length (or collision time). We observe that
a shift of time difference equal to 2𝑇br leads to the same collision
outcome. This periodic behavior in 𝛥𝑇0 can be explained by considering
the time of collision for two counter-propagating breathers in a lattice
of 𝑁 elements (neglecting again effects of the interaction of breathers),

∗ = 𝑁 − 1
2𝑣br

+
𝛥𝑇0
2

, (20)

taken from the generation time of the first breather. Given that the
phase of a breather at the collision time is 𝛷br = 𝜔br𝑇∗, for a given
lattice and a given breather, this phase only varies because of 𝛥𝑇0.
In order to recover the same collision outcome, the collision phase
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Fig. 3. Schematic illustration of the proposed mechanism to trigger transition waves. Two drivers located at the boundaries generate counter-propagating high amplitude breathers.
Their collision leads to a high amplitude local excitation which can trigger a transition wave.
Fig. 4. Identical breathers with amplitude (𝐴br , 𝜔br , 𝑞𝑎) = (0.95, 1.339, 0.32) and relative
phase difference (a) 𝛥𝛷0 = 0, (b) 𝛥𝛷0 = 𝜋 and (c) 𝛥𝛷 = 2𝜋, respectively, counter-
propagating in a lattice of 𝑁 = 69 elements. In (b) a nearly elastic collision is
observed in contrary to (a) and (c) in which radiation and high-amplitude excitations
are generated. The vertical lines correspond to the spatial profile of system as depicted
in the panels.

should be the same modulo 2𝜋, corresponding in turn to a period
of 4𝜋∕𝜔br (= 2𝑇br ) for 𝛥𝑇0. This period for the breather phase at the
collision is reflected in the outcome of the transition wave triggering
as observed in Fig. 6.

The main conclusion of Fig. 6 is that if a transition wave does not
occur for a breather collision with a given 𝛥𝑇0, then a 2𝜋∕𝜔br shift
in time difference should lead to the triggering of a transition wave.
In other words, a transition wave can always be triggered with the
collision of in-phase high-enough amplitude moving breathers, if the
time difference 𝛥𝑇0 is appropriately tuned.

3.3. Controllability of phase transitions

Until now, we have considered only small time differences 𝛥𝑇0 ∈
[0, 2𝑇br ] between the breathers, which leads to collisions close to the
center of the lattice. However, taking into consideration the findings
presented in Section 3.2, we can expect that a transition can be trig-
gered if we increase this small time difference by multiple integers of
2𝑇br . In fact a time delay equal to 𝛥𝑇0 + 4𝑚𝜋∕𝜔br , 𝑚 ∈ Z, is ensured to
give a transition wave, where 𝛥𝑇0 ∈ [0, 𝑇br ] is a small time difference
leading to transition. To roughly estimate the point of the collision,
we consider identical breathers as point masses counterpropagating
5

Fig. 5. Two in-phase breathers with (𝐴br , 𝜔br , 𝑞𝑎) = (0.95, 1.339, 0.32) counter-propagate
and collide within lattices with different lengths. The breathers’ parameters are chosen
such as 𝑣br ≈ 𝜔br∕2𝜋. In (a) and (c) the formation of new counter-propagating localized
wave-packets is observed. In (b) and (d) energy trapping and formation of transition
fronts, respectively, are observed indicating that depending on the phase, the outcome
can significantly change.

Fig. 6. Snapshots of displacements 𝑈𝑛 in a lattice consisting of 𝑁 = 68 elements (left
panel) and 𝑁 = 69 (right panel), respectively, after the collision of identical breathers
with amplitude (𝐴br , 𝜔br , 𝑞𝑎) = (1.00, 1.32, 0.32). The breathers have been generated with
time difference 𝛥𝑇0 and counter-propagate. From down to top the time difference equals
to 𝛥𝑇0 = {0, 𝑇br , 2𝑇br}, respectively. We show that a transition wave is always triggered
if we appropriately tune the time difference 𝛥𝑇0. As observed, the tuning depends on
the lattice length.
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Fig. 7. (a),(b) Transition waves triggered by identical breathers on a lattice of 𝑁 =
54 elements. By fine-tuning the time delay between their generation, different the
transition fronts are generated in different lattice points. (c) Transition wave generated
after the reflection of a moving breather on the boundary. (d) Multiple transition waves
generated on a lattice of 𝑁 = 54 elements. All the breathers used are characterized by
(𝐴br , 𝜔br , 𝑞𝑎) = (1.00, 1.32, 0.3).

with constant velocity 𝑣br . Under this description and the chosen time
difference, we get

𝑛c =
𝑁 − 1

2
±
(

2𝑚𝜋𝑣br
𝜔br

+
𝑣br𝛥𝑇0

2

)

. (21)

where +∕− corresponds to the activation of left/right driver first.
Therefore, we can tune the time difference in order to trigger a tran-

sition wave at different locations, a mechanism depicted in Figs. 7(a)
and (b).

Going a step further we demonstrate that using breathers generated
by drivers allows a plethora of controllable colliding events. By gen-
erating multiple breathers, we can produce multiple transition waves
in different positions and/or at different moments. This is possible if
we take advantage the collision of out-of-phase breathers or of the
reflections at boundaries.

In Figs. 7(c) and (d) we give such examples. In Fig. 7(c) we use a sin-
gle driver placed on the left boundary exciting two delayed breathers.
After the reflection of the first generated moving breather on the
right boundary, a collision occurs with the second generated breather
leading to a transition. In Fig. 7(d) two drivers are placed on opposite
boundaries and generated both two delayed breathers. By producing a
first pair of breathers which collide nearly elastically, we make them
move in opposite directions after the collision and by carefully choosing
when the second pair of breathers is generated, two transition waves
in different spatiotemporal points are triggered in the lattice.

3.4. Effect of losses

In FlexMMs dissipative effects usually cannot be neglected. Never-
theless, the dissipative properties of FlexMMs can be modified to some
extent by the geometry of the flexible elements, the choice of materials
and the type of interaction between neighboring elements. In order
to qualitatively evaluate the effect of dissipation on the propagation
of breathers in bistable structures, we consider the following linear
viscous force, −𝛤 𝑑𝑢𝑛

𝑑𝑡 .
By introducing this dissipative term in Eq. (8) we get

𝑑2𝑈𝑛

𝑑𝑇 2
+ 𝛾

𝑑𝑈𝑛
𝑑𝑇

= (𝑈𝑛+1 + 𝑈𝑛−1 − 2𝑈𝑛) − 𝜆2(𝑈𝑛 − 𝑈2
𝑛 + 𝛽𝑈3

𝑛 ), (22)

where 𝛾 is the normalized damping coefficient 𝛾 = 𝜔 𝛤∕𝐺.
6

0

Fig. 8. The breather generated by drivers has (𝐴br , 𝜔br , 𝑞𝑎) = (1.1, 1.29, 0.3) for all the
figures. (a) Logarithm of energy as function of time for 𝛾 = 10−3 and 𝛾 = 5⋅10−3. (b) The
spatial profiles of a breather at different moments given by the vertical dashed line in
(a) for the two damping coefficients. (c) Possibility of transition waves generation in a
lattice with 𝑁 = 25 elements as function of 𝛾. The blue and red dashed lines correspond
to 𝛾 = 10−3 and 𝛾 = 2.5 ⋅ 10−3, respectively. (d),(e) Time evolution of a system with
𝑁 = 25 elements with two counter-propagating identical breathers generated by drivers
at 𝑛 = 0 and 𝑛 = 24 for 𝛾 = 10−3 and 𝛾 = 2.5 ⋅ 10−3, respectively. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

Losses change the wave propagation in several ways. Except from
the well-known energy loss and the corresponding decrease in ampli-
tude, the dissipation also adds a phase shift to the breather oscillations.
In view of these considerations, the damping coefficient 𝛾 is chosen
to be very low. To understand these effects in our system, in Fig. 8
we show how the dissipation affects the breathers propagation and
the triggering of transition waves upon collision, for different damping
coefficients.

In Fig. 8(a) the logarithm of energy as function of time is depicted.
Notably, the logarithm decays linearly indicating an exponential decay
of energy as function of time with a decay rate equal to the damping
coefficient. In Fig. 8(b) we show the spatial profile of the lattice dis-
placements at two different moments (vertical dashed lines of Fig. 8(a))
after the initial breather has propagated for some distance. In both cases
the breather is the same and was generated at 𝑛 = 0 by a driver. In this
figure the two major effects of dissipation, the amplitude decay and the
phase shift, are demonstrated since at the given moments with identical
initial breather, waves with different profiles are observed for different
damping coefficients.

As a consequence, in Fig. 8(c), we show that for different damping
coefficients we have different collisions characteristics. Specifically,
three regimes are reported. In the first one, the phase shift and the
amplitude decay are small enough and do not change the outcome of
the collision. In the second regime, the phase shift is able to change the
outcome of collisions depending on the value of damping coefficient.
As it has been already highlighted in this work, the phase can affect the
collision. Specifically, consider two lattices with the same length and
different damping coefficients 𝛾1 > 𝛾2 along which identical breathers
propagate. If the damping coefficients belong to this regime, even
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though the energy at the moment of the collision is lower, it is possible
to observe the generation of a transition wave in the first case, but not
in the second. In the third regime of higher damping coefficients, the
breathers do not carry enough energy at the collision point to induce
a transition. Finally, in Fig. 8(d, e) we illustrate with spatio-temporal
plots the collision of two counter-propagating breathers produced by
drivers under the effect of dissipation (damping coefficients in the first
and third regimes) and we demonstrate that even in the presence of
dissipation it is possible to trigger transition waves if the lattice is
relatively short and the damping dissipation below a certain threshold.

4. Summary and conclusions

In summary we have studied the dynamics of high-amplitude dis-
crete breathers in a Klein–Gordon nonlinear lattice describing bistable
mechanical metamaterials. Our studies focus on elements with asym-
metric bistability where one of the stable configurations is energetically
favorable. We show that the collision of counter-propagating breathers
result in a rich variety of outcomes, including the triggering of a
transition wave, where the elements of the lattice progressively switch
to the other stable configuration. Using a systematic analysis of the
collision dynamics we reveal the necessary conditions that lead to the
generation of transition waves. More importantly we illustrate that a
very fine control of the time and position of the transition wave can be
achieved using the breather collisions. For a complete understanding
of the phenomenon we also studied the effect of weak dissipation and
found that although the collision outcome varies, the triggering of
transition wave is still valid. Therefore, our study takes a step to the
direction of remotely controllable reconfiguration of bistable systems
using vibrations.

Finally, it is worth mentioning that the proposed method for finding
non-linear waves can be extended to different systems consisting of
coupled non-linear elements [70–73] as has already been pointed out
in recent works [74,75]. Moreover, for systems with multistable cou-
pling elements that support solitary waves [76–78] collisions of them
may be able to trigger transition waves. In general, collision-induced
transition waves lead to large-scale re-configurations and thus to the
manipulation of the band structure [70,71,79].
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Fig. 9. (a) The Floquet multipliers 𝜇 of one-site breather with frequency 𝜔 ∈ [1.24, 1.45]
n a lattice of 𝑁 = 69 elements. Three regimes can be identified. The first is for
∈ (1.28, 1.45] where only finite size instabilities appear and disappear. The second

s for 𝜔 ∈ (1.25, 1.28] where finite size instabilities coexist with a real instability (blue
ots) related with the mobility of discrete breathers. The last one is for 𝜔 ∈ [1.24, 1.25]
here the second harmonic of discrete breather resonates with the linear band and
t some point the real instability disappears. (b) A discrete breather with frequency
br = 1.245. The resonance with the linear frequency band gives rise to the oscillatory

ails. (For interpretation of the references to color in this figure legend, the reader is
eferred to the web version of this article.)

ppendix. Linear stability analysis of discrete breathers

In order to perform the linear stability analysis of the obtained
olutions we use Floquet analysis. We first assume that we have a
olution 𝑈̄𝑛 of Eq. (8) which we slightly perturb as follows 𝑈𝑛 = 𝑈̄𝑛 +
𝑊𝑛, 𝜀 ≪ 1. Then, substituting it into Eq. (8) and keeping only linear
erms of 𝜀, we get

𝑑2𝑊𝑛

𝑑𝑇 2
= (𝑊𝑛+1 +𝑊𝑛−1 − 2𝑊𝑛) − 𝜆2

(

1 − 2𝑈̄𝑛 + 3𝛽𝑈̄2
𝑛
)

𝑊𝑛. (A.1)

s in Section 2.3, we can create a vector 𝐘(𝑇 ) = [𝑊1(𝑇 )⋯𝑊𝑁 (𝑇 ) 𝑊̇1(𝑇 )
𝑊̇𝑁 (𝑇 )]𝑇 and combining this vector and Eq. (A.1), we can compute

he so-called monodromy matrix  which satisfy the equation

(𝑇 ) = 𝐘(0). (A.2)

The eigenvalues 𝜇 ∈ C of monodromy matrix are the so-called
loquet multipliers. Because of the Hamiltonian nature of our system,
he Floquet multipliers are coming either in real pairs or complex
uartets. A Floquet multiplier for which |𝜇| > 1 indicates the presence
f an instability.

The absolute value of the Floquet multipliers is shown in Fig. 9(a).
or frequencies 𝜔 > 1.28 the unstable Floquet multipliers appear and
isappear. This is a known phenomenon which is attributed to finite
ize effects [80]. Such instabilities disappear in the limit of an infinite
hain and do not affect the stability of the obtained solutions. For
requencies 1.25 < 𝜔 < 1.28 a real instability, which increases as
requency decreases, exists. This instability is related to the mobility
f discrete breathers [28]. Finally, for 𝜔 ≤ 1.25 the resonance of the
econd harmonic with the linear frequency band (see Section 2.2) gives
ise to low amplitude oscillatory tails. A breather inside this resonant
egime is plotted in Fig. 9(b).

In Fig. 10(a) and (b) a discrete breather with frequency 𝜔br = 1.26
nd the corresponding Floquet spectrum are plotted, respectively. The
nset of Fig. 10(b) indicates the presence of a low amplitude real
nstability. This is the so-called pinning mode to which the mobility of a
iscrete breather is attributed and has odd parity as shown in Fig. 10(c),
n compliance with the prediction for soft 𝜙4 potentials [28]. Fig. 10(d)
hows that indeed this instability can lead to a moving breather by
etting the following initial condition 𝑈𝑛 = 𝑈̄𝑛 + 0.5𝑊𝑛, 𝑈̇𝑛 = 0.5𝑊̇𝑛.
he perturbation has high amplitude because the unstable Floquet
ultiplier is relatively weak and as a consequence the time needed in

rder the instability to be observed is long. Lastly, we should comment
n the fact that in our work we did not take advantage of the pinned

ode, but we used another perturbation given by Eq. (17). This choice
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Fig. 10. (a) A discrete breather with frequency 𝜔br = 1.26 and (b) the corresponding
Floquet multipliers on the complex plain. The inset indicates the presence of a Floquet
multiplier outside the unit circle leading to a real instability. (c) The displacement and
velocity profile of the eigenvector which corresponds to the unstable Floquet multiplier
of the solution with frequency 𝜔br = 1.26. By perturbing the discrete breather using the
eigenvector a moving one is obtained as can be reported in (d).

was taken because the moving breather moves very slowly, as Fig. 10
indicates, if obtained by perturbing a discrete breather using the pinned
mode.
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