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A B S T R A C T   

This article reports an experimental study of the vibrations induced by air leaks in realistic conditions repro
ducing a leak test of a containment building, such as those routinely conducted to probe the safety of nuclear 
power plants. The purpose of this work is to assess the effectiveness of a passive acoustic detection method that 
could assist and accelerate other scanning inspections. Using piezoelectric accelerometers, detection of leak 
signatures is demonstrated in the 0–20 kHz range. Noise correlation techniques are applied to obtain spectral 
power densities, maps of amplitudes and beamforming localization which correlate very well with the pressure 
applied inside the building and with the known locations and flow rates of the main leaks. At applied pressures of 
4.2 bars and for concentrated leaks such as point breaks and decimeter long cracks, detection thresholds of about 
500–600 L/h flow rates are reached at up to 4–5 m distance by accumulating data during 2 min under silent 
ambient noise conditions.   

1. Introduction 

Nuclear power plants are enclosed in a containment building 
designed to protect the reactor against external aggression and prevent 
radioactive steam from being released in the environment in case of an 
accident. In France, regulation [1] imposes to probe the quality of 
sealing every ten years by a leak test. During these tests, production is 
interrupted, the containment chamber is loaded at a static over-pressure 
of 4.2 bars and the overall leak rate is measured by monitoring pressure, 
humidity and temperature at different locations during 24 h. This 
measurement is known as Integrated Leak Rate Test - see Ref. [2] for a 
review focused on US standards and [3] for a comparison of French and 
British practices. Should this rate overpass a threshold of 1.125%1 of the 
contained air mass per day - roughly 110 m3/h, the reactor is not 
allowed to resume production until repairs are carried out and proved to 
be efficient in another leak test. 

To date, EDF (french operator for nuclear power plants) routinely 
uses a method combining the spray of a soap solution and flow-meters to 

locate and quantify leaks, and decide where to perform mandatory or 
preventive repairs. This solution allows for very sensitive leak maps to 
be obtained, with a detection threshold around 10 L/h. However, as the 
entire wall surface needs to be scanned manually, this method results in 
time-consuming inspections involving several teams of operators. In 
view of limiting production interruption times and reducing the number 
of operators, rapid, automated alternatives are sought to assist the 
current procedure in locating the main leaks - typically above a few 
hundreds L/h, and within a couple meters tolerance for localization. EDF 
recently built a mock-up of a double walled concrete containment 
building, called VERCORS [4–7], as a 1:3 scale specimen representative 
for 24 (about 40%) of the french reactors. The purpose of this mock-up is 
to study the aging of the inner wall and follow the evolution of the leak 
rate consecutive to drying creep and loss of pre-stress, in a realistic 
environment. In this context, the present work explores the applicability 
and performance of an acoustic detection method on leak tests realized 
at VERCORS. 

In the past, passive leak detection techniques using acoustic waves 
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1 legal threshold in France for the inner chamber of double-walled buildings, representing an acceptance limit of 1.5% in an accident scenario with a safety factor of 
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received much attention for their potential to inspect or monitor pipe 
networks supplying water [8–10], high-pressure gas [11,12], etc. 
Indeed, in such 1D guiding structures, low-frequencies generated by the 
turbulent flow escaping through the leak (typically 0 − 500 Hz in the 
mentioned references) can propagate almost without attenuation over 
long distances, and localization can easily be done by cross-correlating 
two synchronized sensors placed at either sides of the leak. For 
example, Fuchs and Riehle [8] reported large measurement campaigns 
on water supply networks reaching leak rate detection thresholds as low 
as 50 L/h with 90% successful localization rate on pipeline sections up to 
250 m long. Colombo et al. [13] reported increased detection ranges 
over 1 km sensor separation for larger leaks using active acoustic 
measurements. 

In plate-like structures however, long range detection is hindered by 
the 2D geometric decrease (as 1/

̅̅
r

√
in amplitude) which dominates 

attenuation at low frequencies. Localization methods must resort to 
more measurement points, either by finely meshing the surface to pro
duce amplitude maps, or by using arrays of sensors to determine the 
direction of origin of signals through beamforming processing. Appli
cations were proposed by Holland et al. [14–16] to detect air leaks 
caused by micrometeorite or debris impacts in a spacecraft, with re
ported meter long detection ranges at 200 − 600 kHz. Moriot et al. [17] 
used beamforming techniques to detect small leaks from a noisy back
ground in a mock-up representing a steam generator unit of a nuclear 
reactor. When the propagation medium is more complex than a simple 
scalar medium, these array processing techniques are often called 
”Matched Field Processing” in oceanography and geophysics, after 
Bucker’s [18] introductory work in the late 70s (see Refs. [19,20] for 
reviews, Ref. [21] for a recent application to locate weak noise sources 
during extraction at a hydrocarbon field, Ref. [22] for an application to 
locate events in concrete structures, or Refs. [23,24] for defect locali
zation in a reverberating medium). Improving those processing under 
challenging conditions (low signal-to-noise ratio, coherent multiple 
sources, few receivers, limited knowledge on the medium, etc) is still an 
active research area, with recent developments based on compressed 
sensing [25,26] or machine learning [27,28]. Along with other tools 
such as inversion of subsurface velocity maps from reconstructed 
Green’s functions [29–32], they are a way of extracting information 
from ambient noise correlations. 

The objective of the present work is to quantify the feasibility of a 
passive acoustic detection method in terms of detection range using 
commercially available, low-noise sensors. The major challenge is to 
deal with signals that are often weaker than the instrumental noise, and 
are sometimes contaminated with ambient noise. The experimental 
material reported in this article splits into two steps which were realized 
during the 03/2018 and 03/2019 leak tests at VERCORS, under realistic 
conditions. The first step focuses on the detectability of leak signals in 
the 0–20 kHz range using broadband piezoelectric accelerometers, 
which were placed at various distances from known leaks. The second 
step focuses on the performance of beamforming processing using small 
antennas, placed near one specific leak, in the context of multi-modal 
propagation and heterogeneities. After describing the experimental 
setup, giving the wave propagation characteristics in the inner wall, and 
defining the signal processing tools, the results of both experiments are 
analyzed and conclusions for future prospects are drawn. 

2. Description of the experiment 

2.1. Overview 

At day 1 a compressor injects air inside the internal chamber until 
reaching an over-pressure of 2 bars, stops during 2 h, and then starts 
again until reaching an over-pressure of 4.2 bars (i.e. the absolute 
pressure at this final step is 5.2 bars). It takes around one day to get to 
this step. Due to the pressure gradient between both chambers, air may 
leak wherever the wall is cracked or porous enough. The air flows emit 

weak and constant whistles which are recorded by vibration sensors 
placed at different locations on the external face of the chamber. After 
12 h the pressure starts being released and it takes another 15–20 h to 
get back to atmospheric pressure. The time history of this loading and 
unloading is schemed in Fig. 1-(a), -(b) and -(c). Short before start and 
during both 2 bars and 4.2 bars steps all loud devices such as 
compressor, inter-chambers ventilation, temperature and humidity 
regulators are turned off, ensuring a very silent background above 1 
kHz. The 4.2 bars step is shared with other teams which perform active 
experiments or penetrate inside the inter-chambers space, but the 
resulting acoustic contamination is easily detectable as it is transient. 
Besides, the inter-chambers space is closed at the beginning and end of 
the 4.2 bars step, times during which it is easy to record very long signals 
with excellent background conditions. 

2.2. Sensor locations and data acquisition 

The 2018 and 2019 experiments involved different sensor locations. 
In 2017 the map of leaks was determined using soapy water for detection 
and flowmeters for quantitative measurements, showing that the main 
leaks concentrate in two regions (see Fig. 1-(b) and -(d)). The first region 
corresponds to the gusset, i.e. the circumferential part of the wall located 
immediately above the base slab, between − 0.3 m and − 1 m altitude, 
which is thicker (0.6 m thickness) than the rest of the wall (0.4 m 
thickness). The second region is around an access door at the center of 
the wall and has only two significant leaks higher than 150 L/h at 4.2 
bars. The door is sealed in a concrete reinforcement which makes the 
wall thicker (about 0.5 m thickness) in an area of side length 4.8 m – the 
reinforcement is polyhedral, so that the 0.1 m over-thickness slightly 
varies and the step does not follow perfectly the curvature of the wall. 

Based on this knowledge, in the 2018 experiment the sensors were 
distributed in several regions (see Fig. 1-(d), crosses): 8 points were 
placed close to the central door, with min − max distances to a strong 
punctual leak of 0.55 m (A31 point) to 5.1 m (A44 point), while 8 other 
points divided into two subgroups of 4 were placed far from the central 
door but close to the leaks at − 1 m altitude (A1i points) and far from any 
strong leak (A2i points). 

In the 2019 experiment the sensors were distributed in three inde
pendent groups of 8 points (see Fig. 1-(d), dots, and -(e)) arranged in 
circular arrays with a radius of 0.12 m, and placed at a distance of 1.7 
m–2 m from the strong punctual leak. 

The values of flow rates reported in Fig. 1-(d) and everywhere else in 
this article correspond to the 2018 survey and were measured at 4.2 
bars. The general trend over years is an increase of these rates. In 2019, 
the global leak rate had increased from 46.2 ± 0.9 m3/h to 57.1 ± 1.2 
m3/h, i.e. around +25% - the reader should have this information in 
mind when comparing both experiments. 

In either experiment the acquisition chain is as follows. The sensors 
are piezoelectric, broadband accelerometers Bruel & Kjaer type 4370 
with mounted resonance frequencies2 measured at 12–13 kHz (major), 
18 − 19 kHz (minor) and 22 − 23 kHz (major). They are screwed to 
mounting studs, which are themselves epoxied to the wall. Bruel & Kjaer 
type 2692-A-0S4 Nexus signal conditioners are used at sensitivity 316 
V/g, where g = 9.81 m/s2 is the standard acceleration due to gravity, and 
set to band-pass the 10 Hz − 30 kHz range. Low-noise cables 5 m long 
are used to connect the sensors to the conditioners. Digitization at 14 
bits is performed on independent 8-channels stations made of two syn
chronized 4-channels TiePie USB oscilloscopes, at a sampling frequency 
of 100.8 kHz. The instrumental noise of the entire chain is essentially 
white in the band 100 Hz − 50.4 kHz, and has a measured root mean 
square amplitude of 0.025 mV, which converted in acceleration gives 8 
× 10− 8 g. This noise floor is used to define the 0 dB level. 1.3 s long 

2 The vendor specification is 16 kHz, but this value must be considered as 
indicative due to the strong influence of coupling. 
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signals are periodically recorded and stored. In Fig. 1-(d) the 2018 points 
sharing the same color (i.e. A1i − A2i on the one hand and A3i − A4i on 
the other hand) where recorded synchronously. The three 2019 arrays 
have three independent clocks. 

2.3. Preliminary characterization of Lamb waves propagation in the 
internal wall 

At the operating frequencies, i.e. between 2 kHz and 20 kHz, for a 
wall thickness d = 0.4 m, longitudinal speed cL ≈ 5.4 m/ms and shear 
speed cS ≈ 2.6 m/ms, the frequency-thickness products range between 
0.15 ≤ fd/cL ≤ 1.5 and 0.31 ≤ fd/cS ≤ 3.1, meaning that wave propa
gation can be well described with Lamb waves [33]. The equipment 
described in the former paragraph was used to measure the dispersion 
relations in the internal wall: 16 accelerometers were arranged in a row 
with a periodic spacing of 0.2 m to record the transient motion produced 
by an impact located in the alignment of the row. The results of this 
characterization are represented in Fig. 2 in the form of a p − ω trans
form (see Ref. [34], a detailed analysis of the artifacts3 can be found in 
Ref. [35]), together with an adjusted theoretical model calculated with a 
Young’s modulus E = 45 GPa, Poisson’s ratio ν = 0.35 and mass density 
ρ = 2500 kg/m3. The model was obtained by targeting the A0 mode and 
setting the weakly constrained parameters (cL and ρ) to plausible values. 
Three frequency regions can be distinguished regarding the surface 
motion: a low frequency region up to about 4 kHz where the 
out-of-plane component is mostly due to the lowest order antisymmetric 
mode A0, then an intermediate region up to about 10 kHz where several 
modes contribute on similar proportions, and finally a high frequency 
region where higher order modes have negligible contributions in the far 

field compared to the Rayleigh (surface) wave. 

3. Data processing 

3.1. Preliminary view of time signals 

The 8 signals sharing a common clock are stored in a vector called 
s(t) = (s1(t),…, s8(t))T in the time domain. The discrete Fourier trans
form of the signal vector is called S(f) = ℱ{s}(f). A typical record for a 

Fig. 1. Scheme of the experiment. (a) Photograph and (b) scheme of the VERCORS mock-up. (c) Time history of the pressure proof of the internal chamber. (d) Map 
of the internal wall (exterior side) indicating the main inhomogeneities, main leaks (flow rates from the 2018 survey), and accelerometer locations for the 2018 and 
2019 experiments. (e) Photograph of an accelerometer array of the 2019 experiment. 

Fig. 2. Dispersion curves of Lamb waves in the internal wall obtained from 
active measurements. Dashed lines represent an adjusted model of a homoge
neous wall with thickness d = 0.4 m, mass density ρ = 2500 kg/m3, Young’s 
modulus E = 45 GPa and Poisson’s ratio ν = 0.35. 

3 such as the thin curves below the A0 mode, which are due to spatial aliasing, 
or the vertical lines at low frequencies, due to a decreasing resolution. 

P. Mora et al.                                                                                                                                                                                                                                    



NDT and E International 125 (2022) 102553

4

sensor located near a leak is presented in Fig. 3 (point A31, distant of 
0.55 m from a punctual leak flowing at 626 L/h at 4.2 bars). It is shown 
that despite signals look stochastic over a few dozens milliseconds, their 
spectra are constant over hours, which allows for accumulation of cor
relations on long times. As one would expect, a dependence with pres
sure can be observed; this is particularly visible around 5 kHz and 23 
kHz. The latter peak is due to a resonance of the sensor. The former is a 
strong out-of-plane response of the wall as a result to several specific 
modal contributions: in addition to the A0 mode, the (propagating) S0 
mode acquires a significant out-of-plane component while entering its 
dispersive region, and two near-field effects caused by the S1 − S2 Zero- 
Group Velocity (ZGV; see e.g. Refs. [36–38]) point and the S1 cutoff are 
strongly observed because of the proximity of the leak. One can also 
notice several rays in the spectrograms: the ones at 13 kHz, 19 kHz and 
22 kHz are due to resonances of the sensor, while most of the others are 
likely due to cutoff frequencies of longitudinal type (i.e. those having a 
pure out-of-plane motion) as they match well with a theoretical 
sequence fn = ncL/2d, with d = 0.5 m (the wall is thicker in this area) and 
cL ≈ 5 m/ms. Finally, an aspect of major concern is the weakness of the 
raw signals: despite the low-noise and high-sensitivity quality of the 
acquisition chain, and except from the 5 kHz and 23 kHz peaks where 
the signal to noise ratio (SNR) is about 8–10 at 4.2 bars, most of the 
spectrum has a SNR around or below 1 at maximum pressure and close 
distance. Therefore, without a sufficiently long averaging of 

correlations, which requires excellent ambient noise conditions, the 
range of detection for ∝ 500 L/h leaks is as short as a few dozen centi
meters. The purpose of the next paragraphs is to show how this range 
can be enhanced using long time histories. 

3.2. SNR enhancement by accumulation of correlation functions on long 
records, and reference subtraction 

As will be seen further, although the signals are very weak, the 
dominant source of noise in the experiments above 1–2 kHz is not of 
anthropic or environmental origin, but is due to the electronic noise of 
the sensors and acquisition chain. The 2018 experiment also suffered 
another source of contamination, but this is the topic of a subsequent 
paragraph. 

Let us model the measured signal vector s(t) = q(t) + n(t) as a sum of 
a genuine source signal q and a noise term n. The noise term describes 
the instrument noise, i.e., the electronic noise of each sensor connected 
to the acquisition chain (essentially white noise in the 100 Hz − 50.4 
kHz range, see Sec. 2.2). It is not coherent between distinct sensors, and 
its power density is constant during the entire experiment. q and n are 
both stochastic signals, and are uncorrelated. The data covariance ma
trix is given by: 

K(f ) = 〈SSH〉. (1)  

In Eq. (1), .H means hermitian transpose, and 〈.〉 refers to an averaging 
over different time segments. In this work, long records are split into 
detrended, Hann-windowed 10 ms long segments with 50% 
overlapping. 

Ideally, for an averaging on infinitely long times one should have K 
= 〈QQH〉 + 〈NNH〉, with Q = ℱ{q} and N = ℱ{n}, and 〈NNH〉 = diag(| 
Ni|2). Indeed, due to uncorrelation, cross terms 〈QNH〉 and 〈NQH〉 
average to zero. It is assumed that the ambient noise conditions previous 
to the beginning of the pressure increase are good enough such that 
recording at the 0 bars step yields an accurate characterization of the 
instrument noise, i.e. K(0 bars) = 〈NNH〉. The result of subtracting this 
reference is stored in the matrix 

Kd = K − K(0 bars) (2)  

and called ”de-noised” covariance matrix. However, as the accumulation 
is performed on a finite number of time segments (say, M segments), 

fluctuations of the order of (
⃒
⃒
⃒N|

2
+2

⃒
⃒
⃒N

⃦
⃦
⃦Q

⃒
⃒
⃒+

⃒
⃒
⃒Q|

2
)/

̅̅̅̅̅
M

√
contaminate di

agonal and off-diagonal terms of K, where |N| and |Q| are the average 
noise and average signal densities. The SNR for cross-spectral terms 
̅̅̅̅̅̅̅̅̅̅̅̅
Ki,j,i∕=j

√
is therefore expected to increase proportionally to M1/4. The 

same convergence can be expected for diagonal terms 
̅̅̅̅̅̅̅
Ki,i

√
, provided 

that the average noise density is first subtracted. 
Contrarily to K whose invertibility is ensured by 〈NNH〉, Kd may tend 

to a singular matrix, with eigenvalues fluctuating around zero for a finite 
number of averages. This feature should be kept in mind for an appli
cation of super-resolution beamforming methods which use this inverse 
of the data covariance matrix. 

The upper discussion is illustrated in Figs. 4 and 5. The former fo
cuses on the off-diagonal terms of K and is relevant in the context of the 
2019 data only, as information from inter-sensor correlations was 
ignored in the 2018 experiment. The latter is relevant for both data sets. 

In Fig. 4 correlograms are represented in the time domain (i.e. after 
performing an inverse discrete Fourier transform) and frequency 
domain, showing the improvement of the noise floor on off-diagonal 
terms of K as the recording time increases: up to 20 dB are gained for 
2 min stacking. Cross-correlations with sensor 1 were arbitrarily selected 
for the figure to illustrate the behavior of all terms, but the following 
analysis does not depend on this choice as it takes into account the entire 
correlation matrix. 

In Fig. 5 correlograms are represented in the frequency domain, 

Fig. 3. Typical signals near a leak (A31 point): (a) raw signals, and associated 
spectrograms corresponding to an over-pressure inside the internal chamber of 
(b) 0 bars, (c) 2 bars and (d, e) 4.2 bars. (e) Red arrows indicate theoretical 
cutoff frequencies fn = ncL/2d of longitudinal kind for a wall with thickness d =
0.5 m and long. wave speed cL ≈ 5 m/ms (f) 1 s-averaged spectra at 4.2 bars 
over hours. (For interpretation of the references to color in this figure legend, 
the reader is referred to the Web version of this article.) 
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showing the improvement of the noise floor on diagonal terms of Kd. The 
reference level at 0 bars is therein estimated as the average of off- 
diagonal terms rather than from another data set. Fig. 5-(g) also shows 
that the relation between pressure gradient and acoustic amplitude 
matches well a quadratic law ‖q‖ ∝Δp2 in the entire measurement range, 
as the spectrum at 4.2 bars divided by (4.2/2)2 (dashed black curve) 
almost fits the spectrum at 2 bars (solid orange curve). All dB units in 
Figs. 4 and 5 and further are power-dB with respect to the reference 
noise density level, i.e. 10 log10(./|N|2), which corresponds to an 
amplitude of 0.025 mV (see Sec. 2.2). 

3.3. Subtraction of AC-driven background noise specific to the 2018 
experiment 

When applied to the signals of the 2018 experiment, the above 
described procedure reaches a disappointingly high limit for the noise 
floor: For most points, all 0 bars, 2 bars and 4.2 bars steps reveal a 
background noise of − 10 dB to − 3 dB which overshadows the signature 
of the leaks. An example of this background is shown in Fig. 6-(b) which 
represents the correlation matrix of 8 accelerometers at an arbitrary 
frequency, at the 0 bars step: in ideal conditions the only noise should be 
instrumental and this matrix should be purely diagonal, which is obvi
ously not the case here. Fortunately, this contamination has a distinctive 
feature which enables filtering it out: a time-frequency analysis shows a 
repeated pattern with a repetition rate of 20 ms (see Fig. 6-(a) where, 
because of the absolute value, the rate appears to be of 10 ms), char
acteristic of an AC-supplied device. This background noise is not 
perfectly constant over hours, but is periodic enough on short periods 

such that this property can be exploited. 
Contaminated signals s(t) = q + b + n can hence be modeled with an 

extra contribution, called b(t), which represents a mechanical vibration 
and can be correlated between two different sensors, but is uncorrelated 
to q and n and is such that b(t + 20 ms) ≈ b(t). Under the additional 
hypothesis that q(t + 20 ms) and n(t + 20 ms) are uncorrelated to q(t) 
and n(t), de-contamination can be achieved by substituting s(t) with 

s̃(t) = s(t) − s(t + 20 ms)
̅̅̅
2

√ (3)  

in Eqs. (1) and (2) to construct K and Kd. In Eq. (3) the 2− 1/2 normali

zation factor ensures that 〈S̃S̃
H

〉 = 〈QQH〉+ 〈NNH〉. 
The effect of this pre-treatment is illustrated in Fig. 6. Firstly, it can 

be appreciated on records at 0 bars that the repetitive pattern (Fig. 6-(g)) 
and the abnormal non-zero cross-correlations (Fig. 6-(h)) modeled by 
the b term have disappeared and that the theoretical noise floor is 
indeed reached (about − 20 dB for off-diagonal terms in this case of a 
stacking over 2 min, see Sec. 3.2). Two highly contaminated points (A13 
and A32) are taken as examples in Fig. 6-(i) and -(j) to show the benefits 
on leak signals. Finally, two ”gold standard” examples are given in 
Fig. 6-(k) and -(l) to prove that no relevant signal component has been 
removed: Fig. 6-(k) shows point A22 which is of weak intensity and 
weakly contaminated, and Fig. 6-(l) shows point A31 whose intensity is 
strong enough to emerge from contamination. 

3.4. Beamforming: Delay and Sum (D&S) 

Two methods to locate sources from the inter-phases measured in an 
array of sensors are applied to the signals of the 2019 experiment. Both 
rely on a precise knowledge of the sensor locations and on a propagation 

Fig. 4. Noise correlation functions for array B1 with central element (number 
1) as reference. (a) Time domain correlations on 10 ms segments for 2 min 
stacking, at 4.2 bars. Red bars represent theoretical inter-sensor delays for a 
direction of arrival of 140◦, i.e. pointing towards the closest leak, and a wave 
speed of 2400 m/s, i.e. corresponding to a Rayleigh wave. (b), (c), (d): Fre
quency domain correlation of sensors 1 and 8, for several stacking duration, 
corresponding to (b) 1, (c) 102 and (d) ~ 104 segments. Curves are low-pass 
liftered using cepstrum editing [39] for smoother rendering. (For interpreta
tion of the references to color in this figure legend, the reader is referred to the 
Web version of this article.) 

Fig. 5. Illustration of SNR enhancement for auto-correlations by reference 
subtraction. (a), (b) and (c): 2 min stacked correlation matrix of the B1 array at 
5 kHz. (d) and (e): de-noised matrices. (f) and (g): spectrum measured by the 
central sensor (f) without and (g) with de-noising. The improved noise floor 
((g), 0 bars) is estimated as the average off-diagonal correlations with sensor 1. 
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model, which is here cast in the frequency domain and includes a far 
field hypothesis by assuming plane wave arrivals on the array. 

The first method is often called ”Delay and Sum”, or ”Bartlett’s 
beamforming” [40,41], and consists in summing signals with weights 
which correct theoretical inter-sensor phase delays for a source in the 
test direction. The maximums of the power-amplitude of such sum signal 
as a function of test direction indicate the locations of sources. For two 
given frequency bounds f1 and f2, this power-amplitude is defined as: 

P(D&S)(θ) =
∑f2

f1

AHKdA, (4)  

where 

A(θ, f ) =
(
e2iπf τ1 ,…, e2iπf τ8

)T (5)  

is the steering vector, 

τi(θ, f ) =
eT

θ ri

c(f )
(6)  

is the ith time delay, eT
θ is a unitary vector pointing in the test direction θ, 

ri is the position of the ith receiver and c is the phase velocity of the 
propagation model. Usually, Kd is whitened before applying Eq. (4) to 
prevent the outcome from being dominated by spurious frequencies. 

D&S is a linear method, relatively robust to low SNR and moderate 
knowledge of the model. However, its angular resolution is limited by 
the ratio of the wavelength over the inter-sensor spacing and thereby 
gives poor performance at low frequencies. 

3.5. Beamforming: Minimum Variance Distortionless Response (MVDR) 

The second method used in this work is usually called ”Minimum 
Variance Distortionless Response”, or ”Capon’s beamforming” [42]. 
MVDR is a non-linear technique whose resolution is limited by the SNR 
and is able to resolve subwavelength details. On the other hand, it is 
more critically sensitive to the accuracy of the propagation model and 
knowledge of the sensor locations than D&S. In this technique the 
weights to build the sum signal depend on the inverse of the covariance 
matrix such that the power at a given test direction reads: 

P(MVDR)(θ) =
∑f2

f1

1
AHK+

d A
. (7)  

In Eq. (7) K+
d is a pseudo-inverse inspired from the Moore-Penrose 

pseudo-inverse. One resorts to a pseudo-inverse rather than a true in
verse because, as explained before, Kd may fluctuate around a singular 
matrix due to the subtraction of the reference covariance matrix. Given 
the eigen-decomposition Kd = U diag(σi) UH, a way to define a pseudo- 

inverse is: 

K+
d = U diag(1 / (ε+ |σi|))UH . (8)  

In Eq. (8), ε is a parameter which separates meaningful eigenvalues from 
noise. Its value is chosen proportionally to the estimated noise density: 
ε(f) = |N|2/4, where |N|2 is the average of off-diagonal terms of K(0 bars). 
Note also the absolute value in |σi| to ensure invertibility. As for D&S, Kd 
is whitened before applying Eq. (7). 

The choice between D&S and MVDR must be made according to the 
frequency range and SNR. At low frequencies, MVDR can be a very 
powerful alternative to D&S to enhance contrasts. However, D&S is 
more suited to the intermediate frequency range 4 kHz–10 kHz where 
the out-of-plane surface motion is multimodal, or to lower pressures and 
higher frequencies where the SNR is worse. 

4. Results and discussion 

4.1. Analysis of the 2018 experiment 

The results of the 2018 experiment are processed according to Eqs. 
(1)–(3) and represented in Fig. 7. Maps of amplitudes integrated in two 
frequency ranges and interpolated between the measurement points 
within each set are shown. Additionally, the spectrum measured by each 
sensor is drawn nearby its corresponding location for all pressure steps. 
The spectra at 4.2 bars divided by (4.2/2)2 are also drawn (dashed black 
lines) in order to compare them with the 2 bars step and evidence a 
relation of the kind amplitude ∝ (Δp)2. 

First of all, the intensity maps are overall consistent with the survey 
performed independently using soapy water for detection and flow- 
meters for quantification: the highest amplitudes are measured in the 
neighborhood of the central access door (A3i − A4i points) and near the 
highly leaking region at − 1 m altitude (A1i points), whereas points far 
from significant leaks (A2i points) recorded the weakest signals. The 
0–10 kHz intensity map (Fig. 7-(a)) is dominated by the A31 point, but 
this is mostly due to a very high peak at 5 kHz which is probably in part 
due to the contributions of the S1 cutoff and S1 − S2 zero-group velocity 
mode, i.e. near field effects, while weaker signals are also unambigu
ously detected on other points. The 10–20 kHz intensity map (Fig. 7-(b)) 
shows more balanced levels. 

Consistency with the pressure gradient can also be observed except 
for the weakest points where the 2 bars step produces undetectable low 
signals. The relation between amplitude and pressure appears to follow 
reasonably well a quadratic trend over the entire data set. This non- 
linear behavior is a drawback for the reliability of detection and in 
view of flow estimation based on the acoustic intensity, because a single 
leak is expected to radiate amplitudes twice higher than two half-weaker 
leaks together. It is therefore expected that this detection method is 
more sensitive to punctual leaks or concentrated leaking regions than 

Fig. 6. Illustration of the pre-treatment s(t) → 2− 1/2(s(t) − s(t + 20 ms)) specific to the 2018 experiment, which suffered from AC-driven background noise. First row 
((a) to (f)) is raw data and second row ((g) to (l)) is pre-treated data. (a) and (g): spectrogram of a typical contaminated signal showing (a) a 20 ms pattern, (b) and 
(h): 2 min stacked correlation matrix of A3i − A4i points at 5 kHz showing (b) ab-normal non-zero off-diagonal terms at 0 bars, (c) to (f) and (i) to (l): spectra of 
several points normalized by the average sensor noise floor, processed with 2 min stacking of correlations on 10 ms segments, and reference subtraction. Curves are 
low-pass liftered using cepstrum editing [39] for smoother rendering. 0 bars curves are estimated from off-diagonal correlations. 
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spread ones. Nevertheless, the vibrations stemming from the punctual 
central leak on the one hand and from crack leaks below ground level on 
the other hand are detected within similar orders of magnitudes, hinting 
on that for practical purposes and realistic leaks, this potential bias in 
sensitivity might not be too strong a limitation to locate the most critical 
regions. Measurements (not reported here) performed on a smaller 
concrete mock-up [43] with a controlled flow injected into leaks of 
various kinds (punctual, decimeter long cracks between joints, and 
highly porous square-decimeter wide areas) confirm this trend. 

A finer analysis is however difficult, which is a limitation in making 
attractive to real applications this way of detecting leaks by only looking 
at the amplitude distribution. Apart from a broadband component, all 
points display intensity patterns with maxima and minima that change 
from point to point, even for those points which appear to be illuminated 
by the same leaks. For instance, points in the central region have an 
intensity peak in the low frequency part that changes from 2 kHz (for 
A41) to 7 kHz (for A43). A similar comment can be made on the A1i 
sensors. Therefore, these observed peaks may not be attributed to 
characteristics of the leaks, but must be consequences of the wave 
propagation inside the structure. As a matter of fact, all strong leaks are 
located near strong heterogeneities: the leaks at − 1 m are close to or at 
the interface between the wall and the base slab, while those in the 
central region emit waves which interact with the steel door and the 
thickness steps of the square concrete sealing. As a consequence, the 
resulting directivity patterns of the sources can be expected to be quite 
complex and frequency dependent. Furthermore, most are cracks with a 
well defined orientation, which also contributes to a complex direc
tivity. Lastly, although it should play a weaker role, even far from the 
leaks the wall is not perfectly homogeneous as the construction joints 
between layers (see Fig. 1-(d)) and the thick post-tensioning cables hold 
by anchoring heads should also act as wave scatterers that produce 
interference patterns and yield to spatial variations of the vibration field. 

The principal result of the 2018 experiment is to give orders of 
magnitudes for the amplitudes and an estimation of the detection range: 
despite the weakness of the signals, and despite the noisy background - 
which could be successfully filtered out due to its very specific nature, 
the acquisition chain deployed here can allow for a detection of 
500–600 L/h leaks at 4–5 m distance in the 2–20 kHz range, thanks to an 
accumulation of correlations over 2 min long records. But this estima
tion of a detection distance must be tempered by the fact that amplitude 
spectra measured far from a source are difficult to interpret due to the 
complex directivity and interference patterns. For a successful blind 
usage, it appears necessary to do as if the detection threshold were 
shorter to avoid missing near-field signatures that are the best evidence 
of the presence of a leak. 

4.2. Analysis of the 2019 experiment 

The results of the 2019 experiment are processed according to Eqs. 
(1) and (2) by averaging over 2 min long records, and the two beam
forming methods given in Eqs. (4) and (7) are applied to retrieve the 
angular positions of the sources. The time delays (6) are constructed by 
taking as phase velocity that of the fundamental anti-symmetric mode 
c = c(A0)(f) (see Fig. 2). The outcomes are represented in Fig. 8. The 
spectra drawn in Fig. 8-(a), (b) and (c) are averaged over the 8 sensors 
which constitute the B3, B2 and B1 antennas, and the black vertical lines 
and arrows indicate the frequency ranges selected for the beamforming 
analysis. These ranges were chosen to split the bandwidth into several 
sub-intervals where the performance of both methods is expected to 
vary. In principle, low frequencies are desirable for long range detection 
because they attenuate less and are less sensitive to scattering by small 
obstacles. However, the wave propagation is also more complex at low 
frequencies (see Sec. 2.3 and below). In Fig. 8-(d)–(h) each antenna is 
represented by a set of 8 black circles while the solid orange (for Δp = 2 
bars) and green (for Δp = 4.2 bars) curves drawn around their centers 
represent the outcome of the applied beamforming formula. For an 
easier interpretation, direct and specular rays (reflected by the central 
access door) are traced between each antenna and strong neighboring 
leaks. 

The relation between amplitude and pressure can be observed with 
more accuracy on this data set in Fig. 8-(a), (b) and (c), although it is 
focused on one leak and is hence less representative than the 2018 
experiment. The quadratic law describes well the dependence from, say, 
5 kHz, but the lower frequency part would be better described with a law 
of smaller exponent. 

It is worth recalling a few points concerning the design of the arrays 
and the wave propagation characteristics (see Secs. 2.2 and 2.3) based 
on which performances may be expected. Firstly, the inter-sensor 
spacing within an array is 0.12 m, meaning that the corresponding 
Nyquist frequency for the surface wave (2400 m/s velocity) around 
which D&S is supposed to work best is 10 kHz. Below this frequency, the 
main lobe is less and less resolved – this is the case where MVDR is 
relevant. On the other hand, secondary lobes start to contaminate the 
outcome at higher frequencies. Secondly, the wave propagation is 
noticeably multi-modal between 4 and 10 kHz, an interval where 
degraded performances are then expected. Above 10 kHz the surface 
wave dominates the long range out-of-plane motion. 

A beamforming analysis is first performed in the 1–3 kHz range 
(Fig. 8-(d)). This part of the spectra is puzzling for two reasons. Firstly, 
because the two peaks that appear (Fig. 8-(a), -(b) and (-c)) are unex
pected: the only thickness resonances are the A1 and SH1 cutoff, whose 
corresponding modeshapes have zero out-of-plane motion and are 
therefore not suited to be excited by a through-thickness flow nor to be 

Fig. 7. Results of the 2018 experiment: color-maps of spectral amplitude at 4.2 bars integrated in the (a) 0 − 10 kHz and (b) 10 − 20 kHz ranges. Red lines and circles 
represent the main leaks; their colorscale is proportional to their flow rate (see Fig. 1). (For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 
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detected by the sensors used. Second, because the measured amplitude is 
the same at the 2 bars and 4.2 bars steps. The MVDR beamforming of the 
B2 array points towards the punctual leak, but the B1 array unambig
uously points towards the center of the steel door where there is no 
known leak. The B3 array is consistent with both. The explanation in 
which we believe is that this part of the spectrum may be influenced by 
resonances of the steel door. Indeed, from the dimensions of the door 
(2.7 m diameter) and typical sound velocities in steel (5900 m/s and 
3200 m/s for P- and S-waves), one may expect the lowest resonances to 
be within this range. The door would then behave as a secondary noise 
source that would emit radially outgoing waves at these frequencies. 
The excitation mechanism could be a near field coupling effect with the 
neighboring point leak. As for the amplitude, we believe that the flow- 
structure interaction has reached a saturation level, a phenomenon we 
frequently observe on a smaller mock-up (see previous paragraph) and 
which we attribute to the triggering of new paths for the flow within the 
crack. 

Other beamforming analyses are done to cover other parts of the 
spectra (Fig. 8-(e) to -(h)). One can observe how D&S progressively 
improves in angular resolution while secondary lobes also appear. The 

MVDR method still yields very satisfactory results in the 3–7 kHz (Fig. 8- 
(e)) range while the D&S method is more robust at higher frequencies, 
especially in the 7 − 11 kHz range (Fig. 8-(f)) where the propagation is 
mostly multi-modal. In Fig. 8-(f) a refracted ray corresponding to a A0 → 
A1 mode conversion at the thickness step is traced4 as a possible 
explanation for an anomalous maximum detected by the B3 antenna. 
The principal information that arises from all this analysis is that the 
punctual leak direction can be confidently located using either antenna 
and any part of the spectrum, and this is all one could say in a blind 
experiment. However, knowing the answer, one can also identify on the 
B2 and B3 arrays the weaker influence of the horizontal crack leak which 
is located a bit farther than and has a similar flow rate as the punctual 
leak. Indeed, in Fig. 8-(f), -(g) and -(h) direct and specular ray directions 
coincide very well with local maximums of the beamforming amplitudes 
(see MVDR insets for sharper peaks). These local maximums are often 
weaker than intensity peaks in other directions and are undoubtedly not 
sufficient to reveal the horizontal crack, but could be hints to confirm 
information obtained from antennas installed at other locations in the 
wall. 

Fig. 8. Results of the 2019 experiment: beam
forming (MVDR or D&S) integrated in several fre
quency ranges. (a), (b) and (c): Average spectra of 
the (a) B3, (b) B2 and (c) B1 arrays, with vertical 
dotted lines and black arrows indicating the inte
gration ranges. (d) to (h): Angular plots represent
ing the (normalized) magnitude of the beamforming 
result for each array. The sensors are represented 
with black circles. Direct and specular rays origi
nating from the two main neighboring leaks are 
indicated with gray lines. In (f) a ray refracted by 
the interface at the wall thickness step is also traced 
(dotted blue lines) as a possible explanation of an 
anomalous peak in the beamforming amplitude of 
the B3 array. (For interpretation of the references to 
color in this figure legend, the reader is referred to 
the Web version of this article.)   

4 The dispersion relation in the 0.5 m thick wall is assumed to be identical to 
the 0.4 m thick wall under a frequency scaling f → f × 50/40. The refracted ray 
is traced following Fermat’s principle. 
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5. Conclusion 

The detectability of vibrations produced by air leaks has been 
demonstrated using accelerometers in the 0–20 kHz range under con
ditions that are relevant for leak tests on real containment buildings. A 
proportional relation between spectral amplitude and squared applied 
pressure could be observed at most points and on most of the frequency 
range - except on its lowest part. This dependence means that the 
detection cannot be unequivocally sensitive to the flow rate, because 
one large leak should emit larger vibrations than several small ones 
summing the same flow rate. Hence, interpretation of detected ampli
tudes should be done cautiously having in mind that secondary peaks in 
the maps can be caused by regions leaking most. 

Regarding the initial objective to detect flow rates from several 
hundreds L/h, the corresponding raw signals are very weak, with SNR 
lower than 1 at a few decimeters to meter distance. Nevertheless, under 
excellent ambient noise conditions such as those that could be achieved 
during the experiments (in units of the standard gravity better than 8 ×
10− 9 g in most of the bandwidth for the 2019 experiment and about 5 ×
10− 8 g successfully filtered out for the 2018 experiment), accumulating 
noise correlations on long records lead to effectively improve the SNR as 
much as theory predicts it, allowing for detection thresholds about 
500–600 L/h flow rates at 4 − 5 m distance with 2 min long records, for 
small sized leaks. As the amplitudes decrease with the square root of 
distance and the SNR increases with the quarter power of length of re
cords, theoretically, this range can be doubled by averaging over four
fold increased times, i.e. 8 min if ambient noise conditions are good 
enough. We are confident that we could reach such levels in future 
works. One should mind however that these ranges were established 
reliably only for small sized leaks. The results of the 2018 experiment 
give evidence of detection of meter long cracks at several meters dis
tance and are encouraging for future applications, but more data is 
needed to determine the ranges with accuracy. 

Two complementary beamforming techniques were applied on small 
antennas to retrieve the location of the vibration sources, and their 
performance were verified in a context of multi-modal propagation and 
heterogeneities. These two complexities are specific to the present 
experiment. Indeed, as real walls are three times thicker, the propaga
tion will be predominantly due to the surface wave in almost the entire 
frequency range of interest. Furthermore, as most of the wall is 
reasonably homogeneous, phantoms due to multiple paths will be a 
minor issue. 

Before being deployed on real power plants to assist existing tech
niques, tests on larger scales are needed, with for instance a large portion 
of the wall being meshed. The purpose is to gain experience on the 
detectability of leaks that are spread on large cracks, still not sufficiently 
known. It is also necessary to face technical challenges and costs in
creases that will emerge from using many sensors – works are ongoing 
on a dedicated low-cost and low-noise instrumentation with integral 
electronics. Development of algorithms for on-line processing is another 
mandatory step to avoid prohibitive amount of data, including a sensi
tive pre-filter to automatically exclude transient events or treat them 
separately (as acoustic emission events). 

Another direction for future works involving several technical chal
lenges concerns the adaptability of this acoustic method to leak tests on 
simple walled buildings (made of a thin steel liner covered with a thick 
concrete wall), which constitute the other half of the french nuclear 
reactors. 
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